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Sidelobe Cancelling and Adaptive Array Processing

Dr. Eli Brookner*

Vugraphs 1 and 2 give the outline for this lecture.

1.0 Sidelobe Canceller

1.1 Single Loop Sidelobe Canceller

1.1.1 Basics of Sidelobe Cancelling

Vugraph 3 illustrates the jamming problem. If we could some
how generate an exact replica of the jamming signal, Eg, coming in
through the main beam sidelobes and subtract it from the mainbeam
as 1llustrated in Vugraph 4, then we could get rid of the jammer.
This is the basis for jammer cancellation. The question is: How
do we obtain a copy of the jammer signal Ej. This is done with the
use of an auxiliary antenna as shown in Vugraph 5. The jammer sig-
nal received by the auxiliary antenna has a value which is 1/w
times the value of the jammer seen in the main channel. This is due
to the difference in the gain of the auxiliary antenna at the angle
where the jammer is located versus the gain that the jammer sees
coming through the main antenna sidelobes at this same angle; see
Vugraph 5. Generally we do not know the gain of the main antenna
at the angle where the jammer is coming through. However, if we
some how had a clairvoyant in the auxiliary channel, as shown in
Vugraph 6, who knew what W was, he could make the proper adjustment.
Not having a clairvoyant we shall show how W is estimated in real
time from the signals in the main and auxiliary channels.

1.1.2 Open-Loop Sidelobe Canceller

A Vugraph 7 shows an o%en-loop circuit obtaining the estimate
W of W. The optimality of is demonstrated in Vugraph 8. When
JNRy >>1 in the auxiliary channel then W # W. The larger JINR,,
the better this approximation. This is as it should be. The
larger the jammer, the more accurate the estimate @ and hence the A
better the jammer cancellation. When the jammer is not present, W
on the average is zero; see numerator of W in Vugraph 8. ’

Vugraph 9 gives a simulation carried out for Vugraph 7 when
N=Napyg=4. 1Initially the jammer plus noise is at the 120 dB level
before the cancellation part of the circuit in Vugraph 7 is hooked
in. When the weighted auxiliary jammer signal estimate is sub-
tracted from the mainlobe channel as done in Vugraph 7, the total
interference becomes 50 dB, the value of the receiver noise level.
Thus the open-loop circuit has effectively cancelled out the jammer
within a few pulses.

If W = W, then the jammer signal in the main channel is can-
celled out. However, there is still a degradation in the signal-to-
.noise ratio in the main channel over and above that obtained if there
was no jammer present. This is due to what is called the carry over
noise from the auxiliary channel. The auxiliary channel in addition
to having the jammer signal Ja, has its own receiver noise Na. This
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noise is also weighted by @ and subtracted from the main channel.
Because it is independent of the noise in the main channel, it adds
to it as illustrated in Vugraph 10 which gives the magnitude of the
increase of the noise and signal-to-interference ratio in the main
channel.

1.1.3 Effects of Errors

So far we _have assumed no errors in the amplitude or phase in
the estimate of W. Such errors can occur due to differences in the
gain of the auxiliary and main channel receivers after the point at
which the correlation signals are obtained in Vugraph 7. Vugraph 11
shows the cancellation achievable when either only an amplitude or
only a phase error is present in one channel relative to the other.
Vugraph 12 gives the cancellation limit due to the simultaneous
presence of amplitude and phase errors.

Usually the jammer signal arrives at different times at the
main antenna and auxiliary antenna, as shown in Vugraph 13. 1If the
jammer bandwidth is zero, that is, the jammer consists of a Cw
signal, then the fact that the jammer signals arrive at different
times at the main and auxiliary antennas does not matter. However,
if it has a non-zero bandwidth, the weight W can only be set up for
one frequency of the jammer, the optimum weight W being dependent
on the carrier frequency because the relative phases of the jammer
signal in the main channel and auxiliary channel depend on frequency.
Vugraph 14 illustrates how the main channel residual interference
to receiver noise level varies as the carrier frequency changes
when the weight is set to perfectly cancel out the signal for a
carrier frequency of 300 MHz. Also given in this figure is a
normalized scale which applies for the case where the weight W is
set to perfectly cancel out a signal at a carrier frequency £s-

For the non-zero bandwidth case there is an optimum weight
Wopr, different from W for the zero bandwidth jammer. Wgpr is given
in Vugraph 15 (for the assumption that W = 1 for the zero bandwidth
jammer). Also given in this vugraph is the main channel jammer
cancellation achieved as a function of the jammer bandwidth, B,
times the difference of time of arrival, t, between the main and
auxiliary channel for the jammer signal. The figure indicates that
for Br = 0.001 the jammer cancellation is 55 dB. However, if Bt =
0.1 the maximum cancellation achievable is about 15 dB, a decrease
of 40 dB in the cancellation achieved. What do you do if you
cannot live with just .15 dB of cancellation. One thing you could
do is narrow the signal bandwidth. This requires a narrowing of
the signal bandwidth by a factor of 100. If this is not a feasible
option, then one of the three options listed in Vugraph 16 could be
used.

The first option consists of breaking the signal up into M
narrower bands by passing the signal through a bank of M filters
each having a bandwidth of B/M. This is done for both the main and
auxiliary channels. Vugraph 17 illustrates this for the case where
a M =8, From Vugraph 15 it follows _that the cancellation ratio
achievable is proportional to 1/(Bt)2. One can apply a sidelobe
canceller to the ith narrow band filter output of the main channel
by using the ith narrow band filter output of the auxiliary channel,
this filter being centered at the same frequency. Similarly one
can apply an open-loop canceller to the seven other narrow band main
channel outputs. Because the bandwidths of these signals is 1/8th
of the original signal, the maximum jammer cancellation achievable
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increases by 82 = 18 dB. Thus instead of achieving a cancellation ra-
tio of only 15 dB the cancellation ratio achievable now becomes 33 dB.

The bank of filters can be synthesized digitally by using a
Fast Fourier Transform (FFT) algorithm as indicated in Vugraph 18.
The use of frequency channelization into narrow bands, as illustra-
ted in Vugraphs 17 and 18, not only eliminates the degradation in
the cancellation achievable due to the difference of time arrivals
of the jammer signal at the main and auxiliary channels, it also
compensates for the nontracking of the amplitude and phase charac-
teristics with frequency of the main and auxiliary channel ampli-
fiers as illustrated in Vugraph 17.

The second way for compensating for the difference in the
time of arrival between the main and auxiliary channels of the jammer
signal is to use an equalizer circuit in either the main or auxili-
ary channel. Vugraph 19 illustrates how an equalizer placed in the
auxiliary channel can compensate for the nontracking of the ampli-
tude and phase errors of the auxiliary channel relative to the main
channel. Vugraph 20 shows an example equalizer circuit placed in
the auxiliary channel. Such a circuit in addition to compensating
for the difference in the time of arrival between the two channels,
also compensates for amplitude and phase nontracking between the
two channels as illustrated in Vugraph 19.

The final method listed in Vugraph 16 for compensating for
the diffference in arrival times between the main and auxiliary
channels is the use of multiple loop cancellers. Vugraph 21 illus-
trates a multiple loop canceller. It consists of M auxiliary anten-
nas instead of just one auxiliary antenna. The determination of
the weights for a multiple loop canceller will be discussed later.

A physical motivation of why a multiple loop canceller im-
proves the jammer cancellation achievable when a non-zero bandwidth
jammer is present is now given. The solid curve of Vugraph 22
gives the antenna pattern when the signal jammer carrier frequency
is £ = £1. At this carrier frequency the antenna is seen to have a
null at the off-boresite angle 6 = 6;. Now let the jammer frequency
be f3, then the antenna null moves from 01 to ©3; see Vugraph 22.
There is no longer a null at the angle ©; for the carrier frequency
£2. Thus if a non-zero bandwidth jammer at the angle 0; having
carrier frequencies f; and £3 is to be nulled out, it is necessary
to have two sidelobe cancellers with two auxiliary antenna which
would produce a null at @] at the carrier frequencies f] and £o.
Vugraph 22 gives an estimate of the number of sidelobe cancellers
needed as a function of the signal bandwidth B = Af, the antenna 3
dB beamwidth ©3 and the off-boresite angle 9.

1.1.4 Feedback Sidelobe Canceller (SLC)

Now we will cover the estimation of the weight W through the
use of the linear single-loop feedback sidelobe canceller circuir
shown in Vugraph 23. This circuit was invented by Paul Howells;
see Vugraph 24. This seminal patent represents the starting point
for sidelobe cancelling. The paper is still worth reading. The
feedback sidelobe canceller circuit has been the one most commonly
used up till now. The feedback sidelobe canceller circuit has :he
advantage over the open-loop circuit of not being degraded by an
amplitude and/or phase error between the auxiliary and main channel
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(for the case of a narrow-band jammer). It has the disadvantage,
however, of a poorer settling time, that is, the time between when
the jammer is turned on and when it is finally cancelled by the
sidelobe canceller. It is important to keep this settling time
small when coping with a blinking jammer.

1.1.4.1 Cancellation Ratio (CR)

Vugraph 25 gives an approximate derivation of the jammer
cancellation achieved with the feedback sidelobe cancelling circuit.
Specifically, it gives the ratio, CR, defined as the ratio of the
mainlobe interference before cancellation to the residual interfer-
ence after cancellation. Vugraph 25 indisates that this ratio is
proportional to the feedback loop gain Gp© when G;>>1. As a result
if G, = 30 dB, then the cancellation ratio CR = 30 dB, G being a
voltage gain. An exact derivation will be given shortly.

The weight W is shown as being generated at the input to
the mixer. Actually it should include the conversion factor, k, of
the mixer. For the open-loop canceller of Vugraphs 6 through 8, the
factor k was included in the weight W, or equivalently, it was im-
plicitly assumed that k = 1. For the feedbback circuit of Vugraph
25 the factor k is kept separate so that the auxiliary signal here
has to be multiplied by kW.

1.1.4.2 Transient Response

Vugraph 26 derives the transient response for the feedback
linear single-loop SLC (SSLC). It shows that the closed loop time
constant Ty is approximately equal to the open loop time constant
To = RC divided by the loop gain Gy, when Gp>>1; see Vugraph 26. Thus
the higher the loop gain, the smaller the loop time constant and the
better the jammer cancellation ratio (CR); see Vugraph 25, Equation
4. It is interesting to note that the feedback linear SSLC (L/SSLC)
is equivalent to the ordinary Type O follower servo shown in Vugraph
26a [17].

l.1.4.3 Exact Derivation of Cancellation Ratio (CR)

Vugraph 27 gives an exact derivation of a more complete
expression for the cancellation ratio (CR). This expression,
Equation 5 of Vugraph 27, includes the degradation in the CR due to
decorrelation of the signals in the main and auxiliary channels.

This decorrelation could result from the independent thermal recei-
ver noise in the main and auxiliary channels. It also can result
from the different times of arrivals of the jammer signals in the
main and auxiliary antennas when the jammer has a non-zero bandwidth,

Vugraph 28 gives the CR for special cases. The first ex-
pression, Equation 1, gives the CR for when the correlation coef-
ficient p between the signals in the main and auxiliary channel
is one. It is seen that this exact expression is identical to the
expression derived in Vugraph 25 using an approximate derivation.
Equation 2 of Vugraph 28 gives the CR for when the loop gain 1is
infinite. Equation 3 gives the CR for when the decorrelation s
due to the independent thermal noise in the main and auxiliary
channels.

Vugraph 28a gives the CR limits due to the differences in
times of arrival of the jammer signal at the main and auxiliary

-4-



channels for tie case of a non-zero bandwidth jammer. The plot
also applies as well for when the decorrelation is simply due to
the thermal noise because Vugraph 28a gives a plot of Equation 2 of
Vugraph 28 which applies in general as long as the loop gain is
very large. Vugraphs 29 through 31 derive the relationship for the
correlation coefficient for when it is limited by the main and
auxiliary channel thermal noise. From Equation 1 of Vugraph 31 and
Equation 2 of Vugraph 28, Equation 3 of Vugraph 28 follows:

Vugraph 32 proves the optimality of the steady state weight
Ws of Vugraph 26 and 27 (Equation 3b) for Gp>>1 or more exactly
GL = =,

1.1.4.4 Loop Noise

In Vugraph 33 the equation for the feedback single-loop
SLC closed-loop time constant 1, is repeated for convenience.
Vugraph 34 gives the equation for the residual feedback SLC signal V,
transient response; Equation 4. The second term on the right of
Equation 4 disappears when steady state conditions are reached.
Plots of the transient response will be given shortly. It is
apparent from Vugraphs 33 and 34 that the higher the loop gain the
shorter the transient response will be. It is desirable to have
the loop transient response be as short as possible in order t» best
cope with a blinking jammer. There is a limit however as to ~ow
short the close-loop time constant 1, can be made. When it gets ocC
small not enough averaging takes place in the estimate of the
weight W of Vugraph 25. As a result the estimate of W will have a
large variance. When the estimate of W gets too poor it fluc:tuates
by large amounts and as a result one achieves a poor cancellat:.on.
Vugraph 35 gives the conditions on the closed loop bandwidth "3
(and equivalently 1y because 1 = l/uwp; see Equation 2) that =_s-
be met in order to achieve good averaging for the estimate of w.
Specifically it indicates that the two sided closed loop bandw:iizn
should be less than or equal to 1/10th of the signal bandwid:n 3q,
or equivalently, jammer bandwidth (which is made equal to the siz;nal
bandwidth by properly selecting the RF or IF amplifier bandw:2:-s

The constraint given by Equation 1 of Vugraph 35 resu.-s
in the constraint on 1o of Equation 1 of Vugraph 36. An examp.e .3

also given in Vugraph 36. For this example the loop gain when =-
jammer is present, Go, is set equal to unity, the signal bandw.i-n
was assumed to be Bg = 5 MHi and the jammer-to-noise ratio 1~ =re
auxiliary channel JNR_ = 10® = 40 dB. Based on these assumgtisns tne
loop noise constraint given by Equation 1 of Vugraph 36 requ:.ras =-at

the open-loop time constant 1o be at least 6370 us. From Eguas:-n
4 of Vugraph 36 it then follows that the loop gain Gy, (giver as
voltage in Equation 4) is 80 dB. 1In turn from Equation 1 of Vo3
33 it follows that tr = 0.637 us. The loop noise constrain- i
by Equation 1 of Vugraph 35, which leads to Equation 1 of Vogragn
36, results in at least H = 10 noise samples being averaged .~
estimating the weight W of Vugraph 25.

oh

1 S ™)

)

From Equation 4 of Vugraph 36 it follows that the .:--¢
gain Gp, varies as JNRy varies. Let us fix to at the value 5370
us of the example of Vugraph 36 (obtained for a JNR5; = 40 d3
If now JNRy is different, G will be different and in turn =-: wi..
be different. Vugraph 37 gives the variation of tp and Gp with JNRz.
Vugraph 37 also gives the cancellation CRgy of the jammer in the main
channel. Finally the vugraph gives the time tp = t4 at which the
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jammer power is a factor A=4 below the main channel thermal noise
level Ny. Assume that the thermal noise level in the auxiliary
channel, Na, equals that in the main channel, that is, Ny = Na.
Assume also that in the direction of the jammer the gain of the main
channel sidelobe is equal to the gain of the auxiliary antenna.

With these assumptions, JNRp = JNR. Also the carry over noise,
that is, the thermal noise carried over from the auxiliary channel
into the main channel is equal to the noise level of the auxiliary
channel, that is, it is equal to Np. Thus when the jammer signa!
becomes a factor of 4 below Ny, it will be a factor of 8 (9 dB) below
the total main channel thermal noise of Ny + Nja.

The table of Vugraph 37 indicates that t; and t4 increase
with decreasing JNR,, t4 going from 3.38 us when JNR; = 40 dB to
979 us for when JNR; = 10 dB. Vugraph 38 gives plots of the
mainlobe transient response for the cases where JNRy = JINR, = 40,
30, 20, and 10 dB. -

The transient time of tg4 = 979 us for IJNRy = 10 dB is un-
desirably long. (Even tg,5 is large, it being 427 us). It is de-
sirable to decrease the SLC transient response for when the jammer
signal is weak. One way around this predicament is to use the open-
loop canceller presented in Vugraph 7. An alternate way however is
to use hard limiting in the feedback SLC as will be discussed in
the next section.

Another problem with the linear single-loop SLC (L/SSCL)
is the very large dynamic range it requires. Specifically, in
order that the noise from the mixer before the feedback amplifier
of gain G (see Vugraph 39) not be larger than the receiver front
end noise  level, it is necessary that Equation 1 of Vugraph 39 be
met. If the mixer conversion factor is 0.1 then the RF amplifier
gain must be. at least 60 dB. This problem is also eliminated by
the use of a hard limiter in the feedback SLC described in the
next section.

1.1.4.5 Hard-Limited (HL) Single-Loop SLL (SSLL)

" Vugraph 40 shows the feedback SLC with a hard limiter in
the auxiliary channel. Vugraph 41 gives an approximate derivation
of the CR achieved with the hard-limited single-loop SLC (HL/SSLC).
The CR is seen to be identical to that obtained with the linear
single-loop SLL (L/SSLC) of Vugraph 25. The HL/SSLC weight W tran-
sient response is derived in Vugraph 42. On comparing the equations
of Vugraph 42 for W and the loop time constant 1y, with those of Vu-
graph 26 for the L/SSLC, one sees that they are identical. However
the equations for Gp are different; compare Equation 2a of Vugraph
42 and Equation 2a of Vugraph 25 which define Gy for these two
cases. Vugraph 43 gives the transient response of the main channel
residue voltage V,. Equation 1 of Vugraph 44 gives the loop noise
constraint for the HL/SSLC which is equivalent to Equation 1 given
in Vugraph 36 for the L/SSLC. Vugraph 44 also gives an example for
the HL/SSLC that is equivalant to that given in Vugraph 36 for the
L/SSLC. It is seen that for the hard-limited SSLC 1o = 637 us with
1, = 0.636 us, essentially the same 1y, as obtained for the linear
loop.

Vugraphs 45 through 47 compare the HL/SSLC with the L/SSLC.
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Using the design obtained in the example of Vugraph 44, that
is, to = 637 us and Go = 10, the variation of the HL/SSLC closed loop
gain (Gp), closed loop time constant 1 and t4 were obtained as a
function of the jammer-to-noise level in Vugraph 48. As in Vugraph 37
for the linear SSLC, T and tg4 increase with decreasing jammer
level. However the increase is not as large_as it was for the linear
loop, it now being roughly proportional to YINR; instead of JNR,.
Specifically, for the hard-limited loop when JNRy = 10 dB, tg4 = 34.3
us instead of 979 us, a factor of almost 30 smaller t4. Vugraph 49
shows the transient responses for the HL/SSLC for JNRyq = JNRp = 4du,
30, 20 and 10 dB.

1.1.5 Further Discussions on Loop Noise

Vugraph 35 indicates that the number of noise samples, H, that
should be averaged in order to obtain a good estimate of W is H =
10 at least. An estimate of W which is accurate is needed in order
not to degrade the steady state achievable CR given in Vugraphs 25,
27 and 4l1. This constraint was first given in the work of Reference
1l (see also Ref. 17). Simulations [l] carried out at the Syracuse
University Research Corp. (SURC; now SRC) support this constraint
as do other simulations: [ll] (see Vugraph 49a) and [22a]. It can
be shown that Reference 7, a classic paper on the subject, agrees
with this constraint for the case of a single Cw jammer. However,
it is worth pointing out that there are references in the literature
which indicate a more stringent larger H is needed: [l4](see
Vugraphs 50 and S51) and [4](see Vugraphs 52 and 53).

The more stringent requirement indicates that the number of
samples H required is roughly equal to two times the CR desired.
These references giving the more stringent requirement claim to use
a more exact analysis. Specifically they do not assume that the
weight estimate W and interference are independent. However, a
similar more stringent exact analysis ([18,19], see Vugraphs 54,
54a and 54b) yields a result similar to the weaker constraint on H
of Vugraph 35. Why these differences is not altogether clear.

They appear to be partly due to the.different assumptions in the
different analyses.

In fact, the more stringent larger H requirement can be
obtained from Reference 7, the classic paper, if the assumptions of
Reference 14 are used, specifically if it is assumed that a nonzero
bandwidth jammer is present without any receiver thermal noise. A
simple analysis carried out by this author also yields the more
stringent result when the assumptions of Reference 14 are used. The
same type analysis yields the less stringent requirement if a CWw
jammer is assumed with receiver thermal noise present. It remains
for someone to clarify the differences between the work of Reference
4 and of References 18 and 19.

1.1.6 More On Effects of Non-Zero Bandwidth Jammer and SLC Errors

Vugraph 55 show the CR achieved for a L/SSLC as a function
of the jammer direction for different IF filter shapes for a non-
zero bandwidth jammer. Vugraph 56 shows the CR achieved versus the
JNRy for different IF filter shapes for a non-zero bandwidth jammer.
Vugraph 57 shows the effect of IF filter mismatch between the main
and auxiliary channels.



1.2 Double-Loop SLC

When more than one jammer is present it is necessary to use a
sidelobe canceller consisting of more than one loop. Specifically
if there are two jammers present a double-loop SLC (DSLC) is needed.
Vugraph 58 shows a linear DSLC (L/DSLC). The multiple-loop SLC is
also needed when the jammer bandwidth is large and there is a dif-
ference in the time of arrival of the signal to the main and auxi-
liary antennas as was the case for Vugraphs 55 through S57; see also
Vugraphs 21 and 22.

Vugraph 39 gives the closed-loop time constants for the L/DSLC.
This vugraph shows that there are now two loop time constants Tl
and tr7. This is because there are two loops involved. These two
loops can be made independent of each other by the use of a trans-
formation (to be presented later). The time constant for one of
these loops, 111, is much larger than the other, TL2. For Example
No. 1 in Vugraph 59 one of the time constants is 16.2 us while the
other 1s.0.325 us versus the value of 0.637 us obtained in the
example of Vugraph 36. For the second example of Vugraph 59, the
difference in the time constants is even larger, one being 1593
us while the other is 0.319 us, the ratio of the time constants
being roughly 5000. It is the longer of the two time constants
that determines the settling time of the L/DSLC because both loops
must reach steady state before the jammer (or jammers) are cancelled
out. Thus although the double-loop sidelobe canceller can provide
a better CR than the single-loop sidelobe canceller, its transient
response can be much worse.

Vugraph 60 gives the equation for the CR achievable with the
L/DSLC. The example in Vugraph 60 indicates that the dual-loop
provides a CR of 57 dB versus 27 dB for the single-loop canceller.

Vugraph 61 provides a plot of the CR achievable as a function
of the difference in the time of arrival of the signal between the
main and auxiliary channels. This vugraph actually also plots the
equation for CR given in Vugraph 60 and hence also represents a
plot of CR versus the correlation coefficient p by using the lower
abscissa axis in the figure. These results are for the case when a
single jammer is present.

Vugraph 62 gives a plot of CR versus the bandwidth ratio a
which is equal to 0.833/H. This figure is the equivalent figure to
that of Vugraph 51 for the single-loop canceller. On comparing
these figures one notes that a better cancellation ratio is achiev-
able with the double-loop canceller for a given correlation coeffi-
cient and bandwidth ratio. However, as indicated above, the price
one pays 1s a poorer transient response. It is not always true
that the cancellation ratio for the dual canceller is better than
that for the single loop canceller. Vugraph 63 shows the regions
where the single loop canceller is better and vice versa.

1.3 Multi-Loop SLC (MLSC)

Vugraph 64 shows a multi-loop configuration. Each of the
auxiliary antennas has a loop as indicated in Vugraph 58 for the
dual-loop SLC. Vugraph 65 shows how the CR of the multi-loop side-
lobe canceller (MLSC) system increases as the number of loops in=-
creases. The figure indicates that for the case simulated there is

8-



a point beyond which it does not pay to increase the number of
auxiliary loops. A single jammer was assumed for the plot of
Vugraph 65.

2.0 Adaptive Array Processing

2.1 Fully Adpative Array

Vugraph 66 shows the fully adaptive array configuration for a
phased array consisting of K elements. For the fully adaptive ar-
ray, the weights W), Wy, etc. are to be chosen such that the main
beam of the array points at the target. At the same time nulls in
the sidelobes of the antenna are placed in the direction of the jam-
mers. With such weights the maximum possible signal-to-interference
ratio at the summer output point of the array is achieved. The
optimum weight Wopr = Wo is given by Equation 1 of Vugraph 66. The
covariance matrix M is defined in Vugraph 67. The column matrix S*
is also defined in Vugraph 67. Physically S* represents the optimum
weights Wo that would be used if there was no jammer inteference
present, just the thermal receiver noise at each antenna element,
with these being independent and having equal stength. Physically
the ith element of S* represents the phase shift to be placed on
the ith element of the array so as to steer the main beam of the
array onto the target. The "*" here means "complex conjugate of™"
so that S with an * is the complex conjugate of the column matrix
S. In turn physically the phase of the ith element of S, Sj, repre-
sents the phase of the target signal received at the ith element of
the array.

If we assume that the target is in the far field of the antenna
array then the signals received by each of the array elements have
equal amplitude and if we ignore the actual value of this amplitude
and make it unity then the signal received on the ith element is
given by Sj = exp (joi), where 0f is the phase of the target signal
received by the ith element.

If there is no jammer present then the matrices M and M-l can
be replaced by the identity matrix I; see Vugraph 68 (the constant
shown in Vugraph 68 in front of the identity matrix I has been
ignored here for simplicity because it is of no consequence in this
discussion). Vugraph 68 ;ives an equation for the optimum welight
column matrix, Wopr, for the case where no jammer is present.
Leaving out the constant snown there Wy can be written as S* . Fur-
thermore, the target rece.ver output signal is then given by

wn
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where "T" stands for the "transpose of". This is the maximum wvai_e
So can have. The receiver noise terms from the various antenna

elements are independent and hence add up with random phases res.a-
tive to_each other. As a result the rms of the output noise -:.
No is /K times the rms of the noise at each element, these 2.
assumed to have equal rms values. This results in a maximux s:
to-interference ratio at the output summing point for the cas-
there is no jammer interference present. For this case the w~e:
vector S* takes out the phase differences of the received tar;=:
echoes at each of the array elements and adds them in phase so as to
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maximize the receiver output signal-to-interference ratio, just
like a matched filter does in a pulse compression system.

For the case where an arbitrary interference is present from
one or more directions, the matrix M is no longer an identity matrix
and the value of the weight given by Equation 1 of Vugraph 66 re-
presents the optimum weight, that is, the one that maximizes the
output signal-to-interference ratio. That this weight is indeed
optimum is shown through a simple derivation using the Schwartz -a-
equality in Vugraphs 69 and 70.

2.2 Methods for Estimating M

Ordinarily M will not be known a priori. The question is how
do_we determine M. There are a number of ways for estimating M or
M=l in real time. Vugraph 71 lists some of these methods. These
will be discussed in the following sections.

2.2.1 Sample Matrix Inversion (SMI) Method

Vugraph 72 shows how M is estimated using the simple SMI algo-
rithm. R here represents the number of independent time samples
used in the estimate. Because Equation 1 of Vugraph 72 provides
only an estimate of M and not the true value, it will not provide
the maximum signal-to-interference ratio achievable with the fully
adaptive array, there will be some degradation. Vugraph 73 g:ves
the degradation as a function of R. In Vugraph 73 SIRp represents
the maximum signal-to-interference ratio obtainable when using =ne
exact M, that is, it represents the maximum SIR achievable us:-;
the optimum weight of Vugraph 66. The ratio p in Vugraph 73 recre-
sents the ratio of the SIR achieved using the SMI estimate for “
SIRgMI, over the optimum SIR, SIRp. Vugraph 73 indicates tha-
SIRgMr to be 3 dB below that achievable with the optimum weijs~
should be equal to about two times the number of radiating el=-
in the array, that is, R = 2K.

| PR ]
D W oy

A more recent reference, No. 37, indicates that because --=
fully adaptive array antenna output interference plus therma. -:
does not have a Gaussian distribution, the degradation can ze .ar
than indicated by Equation 4 of Vugraph 73 when the loss is =eis.-=3
in terms of the detection loss rather than SIR loss. This .-ss .3
larger the smaller the false alarm probability desired and =-=
smaller K; see Vugraph 74. Vugraph 74 shows that instead of ---=
dB loss indicated in the example of Vugraph 72, the loss car -
dB when the false alarm probability Pgy = 107° and K = 8.

2.2.2 Applebaum Adaptive Array Technigue

Vugraph 75 shows the Applebaum-Howells adaptive loop arr-:.
configuration for estimating M in real time. In this confiz.r:-.-~
each element has its own single-loop sidelobe canceller. 22:-:_:..
there are K elements there are K such loops. Vugraph 76 sh-a.: -- .-
when the loop gain G for each of these loops is large then -~ -
weights generated are indeed the optimum ones specified in . .-. -
66. The disadvantage of this method for estimating the wei; - :

that it has a longer transient time than the SMI algorithm. T
shall be illustrated shortly.

Y2
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2.2.3 Recursive Update Estimate of M

Vugraph 77 summarizes the recursiv? algorithm. This vugraph
shows how the Jth estimate of M and M,™" are obtained recursively
using the estimate for these at time J-1. The first estimate of
My, that is, for J = 1, is obtained using Equation 1 of Vugraph 72
with R = 1. The estimate for Mrl is then obtained by the direct
inverse of the matrix M for R = 1. Successive estimates of M and M-l
are then obtained fsing Equations 1 and 2 of Vugraph 77. To obtain
the updates of MJ' does not require any further matrix inversions
to be carried out. )

An advantage of the recursive technique for updating the matrix
M=l is that the weights will change with a changing environment.
Specifically, if the jammers are moving, the weights will adjust so
as to have the nulls track the jammers. The parameter o« determines
how fast the weights change. The closer a is to unity the faster the
weights will change. Alternately the closer « is to zero the slower
the weights will change or alternatively the larger the number of
past data samples used in forming the estimate of M or equivalently
W.

A comparison is now made of the recursive procedure with the
Applebaum and SMI procedures. This is done for an airborne look-
down radar designed to see low flying aircraft or moving ground tar-
gets in the background of ground clutter. For this application it
is necessary to not only null out potential jammers but also at the
same time the ground clutter. This was done in Reference § using
an adaptive airborne moving target indicator (AMTI) in conjuction
~with a fully adaptive array. Vugraph 78 shows the block diagram of
the system. The antenna array consists of N elements. In turn each
element effectively consists of a three pulse canceller which is
adaptively controlled as indicated in the figure. The AMTI is used
to eliminate the ground clutter. The incorporation of these adap-
tive AMTI loops in a fully adaptive array provides the jammer can-
cellation. In Reference 6 the performance of this system was
simulated for the three algorithms discussed above -- the "SMI,
Applebaum and recursive algorithms. Vugraph 79 shows the transient
response of the adaptive AMTI system of Vugraph 78 for each of the
three algorithms. The results are given in this vugraph for the
case where the mainlobe is pointed broadside to the aircraft flight
path, that is, at a scan angle of 90°. The figure indicates that
the settling time when using the Applebaum algorithm is very large,
steady state conditions not being reached even after a 1000 samples
have been processed. In contrast both the SMI and recursive
algorithms settle very rapidly, almost at the same time, both after
about 16 time samples which is equal to 2 times the number of array
elements of 8.

Vugraph 80 gives the results obtained when the mainbeam is
pointed in the direction of the flight path of the aircraft.
Similar results are obtained here with the SMI algorithm having a
slightly faster time constant than the recursive algorithm as
expected.

The open-loop canceller of Vugraphs 7 and 8 is essentially a

fully adaptive two-element array using the SMI algorithm and as a
result also has a very fast settling time as indicated in Vugraph 9.
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It is desirable to digress for a moment in order to explain the
basis by which the adaptive AMTI circuit of Vugraph 78 works. To
understand how it works we have to explain how the well known Dis-
placed Phase Center Antenna (DPCA) achieves its clutter rejection.
Assume an aircraft going at a velocity vg as indicated in Vugraph
8l with an antenna placed along the side of the aircraft. Assume
that the beam is pointing broadside as indicated in Vugraph 81.
Assume that the target of interest is abeam of the aircraft velocity
vector, and at the peak of the beam as shown in Vugraph 8l. In the
upper right hand corner of the vugraph is shown the antenna pattern
as a function of the off axis angle 8. The target 1is shown at
8 = 0°. The antenna pattern also represents the shape of the
clutter return in the same range cell as the target, the clutter
being assumed homogeneous. 1In the lower right hand corner of
Vugraph 81 is shown the doppler spectrum of the target and mainlobe
clutter echoes. The mainlobe clutter has a spectrum shape which is
the same as the antenna pattern given in the figure above. The
ground clutter which forms the mainlobe clutter spectrum is station-
ary. However the aircraft is moving. As a result the ground
clutter echo has a spectral width and shape given by the antenna
pattern. Some of the ground clutter scatterers in the same range
cell as the target will have a positive doppler velocity, those
for which 0j is positive, while others, those with a negative 04,
will have a negative doppler velocity. The clutter scatterer
located at the peak of the beam will have a zero doppler velocity,
©j equalling zero for this scatterer. If the target is moving at a
high velocity towards the aircraft then its doppler velocity will be
high and far from the mainlobe clutter as indicated by the return at
the far right in the lower right hand figure of Vugraph 8l1. Such a
target is out of the mainlobe clutter and easily detected. On the
other hand if the target had a low doppler velocity so as to be
within the mainlobe clutter as indicated by the dashed line in the
lower right hand figure of Vugraph 81, it could be masked by the
mainlobe clutter probably.

One wants to see these slow moving or low doppler velocity
targets. The question is how do we get rid of the mainlobe clutter?
Well, you can get rid of the mainlobe clutter if you could stop the
aircraft so as to force the width of the mainlobe clutter to be
zero, the mainlobe clutter scatterers now having zero doppler velo-
city at all angles 8j. The target having a nonzero doppler velocit
would then not be in the mainlobe clutter. One can stop the aircraft
by making it a helicopter. A helicopter however is limited by the
size of the radar it can handle and the altitude it can fly. As a
result it will have a limited range capability. One would really
like to place the radar on an aircraft which can fly high and as a
result of necessity moves at a relatively fast velocity.

There is another solution to this problem. That solution is
to electronically stop the forward motion of the antenna between
two successive pulses. Once this is done the mainlobe clutter
becomes truly stationary for all 6 and has a zero spread (excep
for internal motion of the clutter scatterers themselves) and =
sequently the standard two-pulse canceller moving target indica:
shown in Vugraph 82 can be used. The clutter being stationar, w:
be cancelled out by the two-pulse canceller while the moving e
being non-stationary will not be cancelled out.

R
(W)

Vugraph 83 shows how the antenna can be electronically stopped.
Shown in this vugraph is the antenna at time t = 0 and time t = T.
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The antenna is shown to be made up of 3 parts a center part C and a
back and front Part A and B, respectively. At time t = 0 only
parts C and B of the antenna are used. At a time T later, where T
is the pulse-to-pulse period of the radar, the aircraft has moved
forward a distance & which is equal to the length of parts A and B
of the antenna; see Vugraph 83. At time t = T only parts A and C of
the antenna are used. From Vugraph 83 it is seen that although the
aircraft has moved forward an amount & between the first and second
pulse transmitted, the part of the antenna being used during the
first and second pulse has not changed. Consequently the antenna
has not moved electronically for these two pulses and for their
clutter echoes. This is in effect what is taking place with the
adaptive AMTI circuit of Vugraph 78. This is what the DPCA tech-
nique for removing ground clutter in an airborne platform involves.

It is possible to implement the AMTI (or DPCA) without changing
the active part of the transmit antenna that is used from pulse-to-
pulse. 1Instead only the receive antenna active part is moved
backward electronically. This is actually what was done in the
Reference 6 simulations of Vugraphs 79 and 80. For this case the
receive antenna has to roll back electronically a distance 24 if
the aircraft moves forward a distance 4. Vugraph 84 shows the
transmit antenna pattern while Vugraphs 85 and 86 show the receive
antenna patterns for pulses 1 and 2 obtained for the simulations
like those of Vugraphs 79 and 80. These last two vugraphs show
that the receive antenna patterns are nearly the same for the two
successive pulses which is what is necessary in order to have
stopped the antenna forward motion. The circuit of Vugraph 78
adaptively stops the antenna forward motion. For the simulations
which led to Vugraphs 85 and 86 three interferers at 35°, 45° and
55° were assumed, hence the nulls in the receive patterns at these
angles. :

2.2.4 Use of Orthogonal Transformation in Estimating W

In this procedure befeore applying the Applebaum loops as indi-
cated in Vugraph 75, an orthogonal transformation is first applied
to the antenna array as shown in Vugraph 87. This transformation
causes the signals Y1, Y3, etc. to be independent. As a consequence
of this each of the Applebaum loops have become independent. Vu-
graph 88 shows the orthogonal transformation. Vugraphs 89 and 90
give the transient response for each of the independent loops. The
development for each independent loop is essentially the same as to
that of the single feedback SLC of Vugraph 26. From Vugraph 90 it
is seen that the closed loop time constant for the ith orthogonal
loop is proportional to one over the power of the ith jammer. Thus,
as was the case in the table of Vugraph 37, if a weak jammer is
present then the loop time constant for this jammer will be large.
Furthermore, the time constant for the whole fully adaptive array
will be determined by the time constant for the weakest jammer
present.

One would like to reduce the time constant for the weaker
jammers. This is done by using an AGC circuit at the output of the
orthogonal transformation network of Vugraph 87; see Vugraphs 91
and 9la. These AGC networks are set to make the power levels
identical at the output of each of the terminals of the orthogonal
transformation network. The AGC networks thus represent a whiten-
ing filter; see Vugraphs 9la and 92. As a result of this whitening
filter now all the loops will have the same time constant; see
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Vugraph 92. Vugraph 92 indicates that the output power levels are
set equal to that of the largest expected jammers and as a result all
the loops have a time constant identical to that expected for the
largest jammer, this resulting in all the loops having the shortest
time constant.

The approach of Vugraph 92 can run into difficulties if the
jammer varies its strength with time. For example, assume initially
the jammer in a specific orthogonal channel is weak and the AGC is
set high to achieve a short time constant in this channel. 1If the
jammer abruptly increases its strength this channel could saturate
with little jammer cancellation being achieved until the AGC adjusted
to the new jammer level.

Vugraph 93 shows mathematically how the orthogonalization and
whitening transformations are carried out. Vugraph 94 shows the
transformations in block diagram form.

The orthogonal transformation can be carried out using the
well known Gram-Schmidt algorithm shown in Vugraph 94a. Vugraph 95
shows an implementation of the Gram-Schmidt orthogonalization using
Applebaum-Howells loops. The implementation shown in Vugraph 95 is
almost systolic in structure. A systolic implementation has been
developed in References 21, 32, 33, 33a, 42, 43 and 43a for doing
adaptive nulling. It will be described in Section 2.3.

Let us digress for a moment and explain how the fully adaptive
array physically works. What it does is first places the mainbeam
in the direction where the targets should be or is being looked for.
Next it locates the interferer (jammer) and places an auxiliary beam
pointed in the direction of the jammer; see Vugraph 96. The gain
of the auxiliary beam in the direction of the jammer is adjusted so
that it is equal to the gain of the mainbeam sidelobe in the direc-
tion of the jammer. Now by subtracting the auxiliary beam signal
from the mainbeam signal, the jammer is cancelled out from the
mainbeam as was done for the simple open-loop SLC of Vugraph 7.

When there are two’ jammers present at two different angles, then two
auxiliary beams are formed, each pointing at each of the jammers.

By appropriately subtracting the signals of these two beams from

the mainbeam, these two j;ammers can be cancelled out. The maximum
number of auxiliary beams tnat can be formed with a phased array
having K elements is K-1. <Vugraph 97 illustrates this process
mathematically. Each aux:li:ary beam pointed at a jammer is called
an eigenvector beam. These eigenvector beams are formed from the
eigenvectors of the covari:ance matrix M. Specifically, if the ele-
ments of the eigenvectors 2f M are used as the weights Wi of =ne
array of Vugraph 66 they €2rm beams in the direction of the jammers,
Vugraphs 98 and 99 illustrate this process for the case of a s:i-~3.=
jammer whose location is 1ncdicated by the arrow on the abscissa.
Vugraph 98 shows the antenna pattern before and after the eirz2-w-2:--r
beam has been subtracted out from the mainbeam pattern. Vuzrac- 34
shows the eigenvector beam and the mainbeam antenna sideloozs ---
dotted curve) in the region where the jammer is located.

Vugraphs 100 and 101 show similar results for the case -° -.
closely spaced jammers. Vugraph 100 shows the two eigenvec=:r -=z:-:
In this case, because the jammers are very closely spaced, >. s5=7
than a sidelobe width, the second eigenvector beam is given zy a
difference pattern while the first is given by the standard sum
beam pattern. Vugraph 101 shows the unadapted and adapted patterns.
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Let us now return to the issue of orthogonalization. Another
method that can be used for achieving orthogonalization is the use
of the lattice matrix. Vugraph 102 shows a lattice filter ortho-
gonalization network. '

2.3 Methods That Do Not Reguire Estimating M (21,32,33,33a,37a,42,
43,43a]

The algorithms described above which require the estimation of
the covariance matrix M, designated as M, followed by the calcula-
tion of M~l to determine W, have the disadvantage of requiring high
computation precisign. Such methods are called "power methods" be-
cause the terms of M are voltage-squared. In contrast there are
algorithms which do not require the computation of M or #-1 which
require about half the precision required using the "power methods".
These are called "voltage methods" because they obtain the adapted
array output directly from the array voltage outputs through ortho-
normal transformations. (These methods are also referred to as
"square-root" methods because in some sense they are dealing with
the square root of M [37a].) For the "voltage methods" the word-
length wy required for the computations is about half the wordlength
(wp) required using the "power methods" [33a,37a,43a]. Specifically
(37a].

wy = 1/2 wy > 1/2 [log (Amax/Amin)] + 1 (for sign) (2.1

where Apin and Apax are respectively the minimum and maximum eigen-
values of M.

Vugraph 102a gives the results of a simulation comparing =zne
array output signal-to-interference (S/I) ratio loss versus t-e
wordlength size. The simulation was carried out for a MSLC (sece
Vugraph 64) consisting of 14 %Qtennas. The eigenvalue spread
Xmax/xmi was about 73 dB = 2 which implies that it is necessary
to use 395 bits with the "power methods". This is indeed the re-
sult obtained in the simulation using the "power method" (witn :ne
Cholesky algorithm for doing the inversion of M). The "voltagje
methods" are seen to require about half the wordlength. The
"voltage methods" were carried out using the Givens, Househo.-zer
and Gram-Schmidt orthonormal transformations. (This Gram-Schm::s
transformation is different from that of Vugraph 94a). The "wz.-a
method" saves in wordlength at an expense in computation operaz.:n
count (complex multiplications and adds, CMADs). For examp.e, w:.-
the Householder transform, which is the most efficient compuzaticn-

wise of the voltage methods of Vugraph 102a, the CMADs are a fa--~r
1.4 greater when R, the number of time samples used in estimati~g
the weights, is two times the number of array elements, K. Ffar
R>>K, the expense in computation is a factor of 2. With the 5:.we-~s

the expense in computation is about twice that of the Houser-.zer
while the Gram-Schmidt is in between the two [4la].

The systolic implementation [21,32,33,33a,42,43,43a] me~=.-~a3
in Section 2.2.4 uses a "voltage method". Specifically it uses =-=
Givens orthonormal transformation. Vugraph 102b shows this sysTolic
implementation. Although shown for a MSLC it applies just as w~2..
to the fully adaptive array of Vugraph 66. (References 33a a~3 335
show that the fully adaptive array can be thought of as a MSLC wnan
using an appropriate constraint equation.) The systolic implementa-
tuon of Vugraph 102b obtajns the adapted array output without ever
calculating W as well as M or M-l., This systolic array type of
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adaptive nulling processor is being developed in a test-bed system
at the Standard Telecommunications Laboratory in Harlow, Britain
(33a].

A simulation of an 8 element adaptive array using the systolic
architecture (a "voltage method") was carried out and compared to
one using the SMI algorithm (a "power method") to.see the difference
in sensitivity to arithmetic precision (43a]. Vugraph 102¢ shows
the results. For this simulation a 24 bit floating point wordle~gth
(16 bit mantissa and 8 bit exponent) was used for the computation.
This vugraph shows the significantly poorer results obtained using
the SMI algorithm even with a 24 bit floating point wordlength.

This is believed due to the need for a large enough number of bits
in the mantissa. The number of bits being required in the mantissa
is believed to be equal to that specified by Equation 2.1 above
which for this simulation is estimated to be about 21 bits for the
"power method" versus about 1l bits for the "voltage method" (41la].
There has to be enough bits in the mantissa to handle the dynamic
range of having a weak (the thermal noise) and strong signal (the
jammer) simultaneously. Having the floating point exponent does
not help with respect to the handling simultaneously of a strong
and weak signal here.

The systolic implementation of Vugraph 102b is for a fading
memory Or growing memory. It can be made to be a fading memory
filter by having 0<8<1l in Vugraph 102b. For 8=l it is a growing
memory filter. Reference 37a presents a nonorthonormal transfor-
mation for the "voltage method" which results in a sliding window
filter. It is 'the hyperbolic Householder transform also called
Rader transform after its originator.

2.4 Widrow, Steepest Descent and Other Fully Adaptive Array
Technigues

Vugraph 103 shows the Widrow minimum mean square error (MSE)
adaptive array configuration. This figure shows that this tech-
nigque requires the use in the receiver of a reference signal s(t)
which is a replica of the target signal that one desires to detect.
Generally in a radar one does not have such a reference signal, the
target range and doppler velocity being unknown. Hence this algor-
ithm is not used for radar. It does find application in communica-
tion systems where such a reference signal can be available. The
reference signal can be obtained by using a'pilot tone in conjunc-
tion with the transmitted signal containing the information in the
form of a modulation on a carrier. Alternately sometimes the
carrier signal itself can be extracted for use as the reference
signal. It turns out that the optimum weights for the Widrow
system are identical to those given in Vugraph 66; see Vugraph 104.
Vugraph 105 derives the equation for the optimum Widrow weight.

Vugraph 106 illustrates the least mean square steepest descent
algorithm [46,34]. Vugraph 107 gives an analog realization of this
algorithm [34]. The Newton gradient algorithm is given in Vugraph
107a [46].

2.5 Fully Adaptive Array as a Multi-Loop SLC (MSLC)

It is educational to point out that the multi-loop sidelobe
canceller of Vugraph 64 can be thought of as a special case of the
fully adaptive array of Vugraph 66 when the appropriate vector S*
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is used. Assume for Vugraph 66 that the first element, element
number "1", is the mainbeam element for Vugraph 64, with the rest

of the elements being the auxiliary elements. Then the appropriate
S* to be used is one that causes the array to place only the main-
beam antenna element, element number one of Vugraph 66, in the
circuit when there is no interference present. The S* which does
this is given by Equation 2 in Vugraph 108. When there is no

jammer interference present M-l in effect becomes an identity matrix
and Wy thus becomes S* from Equation 2 of Vugraph 108, as desireZz.
This says that the weight for antenna element one is unity while

for all the auxiliary antenna elements it is zero. This thus

forces only the mainbeam antenna element to be in the circuit of
Vugraph 66 when there is no jammer interference present. Physically
the above Wo = S* can be thought of as the optimum antenna weight
for when no jammer is present. Vugraph 109 completes the develop-
ment for the fully adaptive array as a MSLC. The method for esti-
mating the covariance matrix My, which is the covariance matrix for
the auxiliary array of Vugraph 64, is the same as described above
for the fully adaptive array; see Vugraph 110.

2.6 Additional Subjects

2.6.1 Digital Gram-Schmidt MSLC

Vugraphs 111 and 112 present a MSLC consisting of one main
antenna and two auxiliary antennas. For this configuration the
Gram-Schmidt orthogonalization is used. Furthermore the orthogo-
nalization is carried out digitally. The reference indicates that
the hardware for this digital implementation is well within the
present state-of-the-art. Vugraphs 113 and 114 give simulation
results obtained for the Gram-Schmidt two loop canceller of Vugraph
111 and for the case where a Howells-Applebaum canceller was used
instead. The Gram-Schmidt implementation is seen to have a better
transient response, as at is expected to have. Vugraph 115 gives
the cancellation loss versus the number of bits for the digital
Gram-Schmidt canceller.

2.6.2 Kalman MSLC Weight Prediction

It is possible to use a Kalman predicter to update the weights
for a MSLC. Vugraph 116 shows such an implementation; Vugraph 117,
the Kalman update equation for the weights; Vugraph 118 the all pole
filter for generating the interference model used; in Vugraph 119
are examples of the transient response characteristics obtained.

2.6.3 Number of Bits Required for MSLC Weights

Vugraphs 120 and 121 indicate the number of bits required for
the weights of a linear MSLC (L/MSLC) as a function of the cancella-
tion ratio desired and the number of auxiliary elements used. Vu-
graphs 122 and 123 give the number of bits required to do the matrix
inversion when using the SMI algorithm (a "power method") as a func-
tion of the cancellation ratio desired and the number of auxiliary
elements used. These results are in reasonable agreement with the
bound of Equation 2.1.

2.6.4 Anechoic Chamber Test Results

Vugraphs 124 and 125 show some scaled geosynchronous communica-
tion antenna tested in an anechoic chamber for a sidelobe canceller
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(31]. Vugraph 126 gives the antenna patterns for the seven aux-
iliary antennas. The mainbeam pattern is centered on this cluster
and has a mainbeam width of 18°., Thus mainlobe cancelling is
actually being carried out here with the auxiliary elements.
Vugraph 127 shows the excellent results obtained. Vugraph 127
indicates that for a signal bandwidth of 1 MHz a cancellation ratio
of 59 dB was obtained; for a bandwidth of 2.5 MHz a cancellation
ratio of 56 dB was achieved. These results indicate what one may
be able to expect for a radar in the future.

2.7 Adaptive-Adaptive Array Processing [8-10]

Appendix A (Vugraphs A-l to A-16) and Appendix B give a new
way for achieving the performance of a fully adaptive array without
its many penalties. Two penalties are the computation complexity
and poorer transient response of the fully .adaptive array versus
the adaptive-adaptive array processing; see Vugraph A-10. The
fully adaptive array also has the problem of very poor sidelobes in
regions other than where the jammer interference sources exist; see
Vugraphs A-5 through A-7. This last problem is true even when the
number of independent samples for estimating the covariance matrix
M is much much larger than two times the number of radiating ele-
ments in the array; see Vugraph A-5 which gives an example where
3000 samples were used for an array consisting of only 14 elements.
The figure still shows very poor sidelobes.

2.8 Adaptive Array Processing and Spectral Estimation

2.8.1 Maximum Entropy Spectral Analysis (MESA)

Reference 17a relates spectral estimation via maximum entropy
spectral analysis (MESA), also referred to as the maximum entropy
method (MEM), to the fully adaptive array processing of Vugraph 66
and the MSLC of Vugraph 64. MESA is in turn related to prediction
theory ([25a].

Appendix C summarizes in vugraph form the essentials of pre-
diction theory with its relationship to the maximum entropy method
(MEM) for spectrum estimation. Specifically, Vugraph C-2 gives the
all pole model for the random process X = X1r X2 «.., Xp-1 whose
value Xp is to be predicted from Xp-1, Xp=2/ «.., Xpn-pe In this
Vugraph Hp(Z) (which is the Z transform of the tapped delay line
filter frequency transfer characteristic Hp(f) produces the white
noise sequence e, at its output when X is applied at its input.
Alternately if the white noise sequence en is applied to the
inverse of this filter, Hy(z) = 1/Hp(2), then X is generated at
the output; see Vugraph C-3. Thus the inverse filter frequency
transfer characteristic Hy(f) represents the frequency spectrum of
the process X. Hence if Hi(f) can be estimated then an estimate
of the frequency spectrum for X would be had. Physically the loca-
tions of the poles of Hi(f) (which are the poles of the all pole
model for X) can be thought of as thg frequency locations of the
sinusoidal components making up the X process.

Vugraph C-4 relates the parameters apj of the filter Hp(Z) to
the covariance matrix M of X. It is clear from Vugraph C-4 that
obtaining an estimate of the covariance matrix M would permit the
obtaining of an estimate of the apj weights which in turn define
Hp(f) and Hr(f). Vugraph C-5 gives the filter which predicts Xp-1
from Xn, Xpn-1, «.., Xp-p+]1. It contains a tape delay line filters

-18-



having the apj weights. This filter minimizes the mean square
value of the prediction error ep; see Vugraphs C-5 and C-6. It is
Clear that having an estimate of the apj weights defines the pre-
diction filter.

Vugraph 129 repeats the fully adaptive array of Vugraph 66 in
a form where it is essentially equivalent to the predictor of
Vugraph C-5. Vugraph 130 similarly repeats the MSLC of Vugraph 64
in a form equivalent to the predictor of Vugraph C-S5. The MSLC of
Vugraph 130 minimizes the mean square value of the output error ep.
When this is achieved the output is a white noise process just as
it is for the predictor of Vugraph C-5. The adapted antenna then
acts like a whitening filter. The adapted antenna gain Ga(8)
versus the angle 6 is the whitening filter. Physically the adapted
pattern Ga(8) has nulls at the jammer locations and hence its
inverse Gr(6) = 1/Gp(8) will have peaks (poles) at these locations
thus indicating where the jammers are located. Accordingly the
inverse Gr(8) provides the all pole model for the location of the
interferers. The amplitudes of these peaks are not in general pro-
portional to the interference strength because of the nonlinear
processing used in obtaining the estimate. This is especially true
when many interferers are present which are closely spaced. When
the interferers are far apart the peaks are proportional to the
square of the interference strength.

This will all be clearer with an example. Reference 17a gives
a simulation demonstrating the ability of the system of Vugraph 129
to locate jammers. The simulation was carried out for an array of
eight identical elements with two jammers located at 18° and 22°.
Vugraph 131 shows the adapted pattern with two nulls at the angles
the jammers are located at (see the arrows). Also shown is the
single-element unadapted pattern. Vugraph 132 shows the two eigen-
vector beams. Vugraph 133 plots G1(8), that is, one over the
adapted gain plot of Vugraph 131. Also shown is the conventional 8
element antenna output obtained as if it is scanned in angle. This
vugraph illustrates the superresolution capability of the MESA
technique.

2.8.2 Spectral Analysis Using Applebaum-Howells Loops

Reference 17a gives a simulation of the fully adaptive
Applebaum-Howells array of Vugraph 75. This algorithm (together
with others) gave the superresolution results of Vugraph 134. This
vugraph gives the resoluticn achievable versus the signal-to-inter-
ference ratio per source.

2.8.3 Maximum-Likelihood “Method (MLM)

Reference 17a points out that the minimization of the output
power of Vugraph 129 subject to the contraint STWw = 1 yields the
maximum-likelihood method (MLM) estimate of the locations of tne
interferers. S = S(6) here is the signal that would be rece:vad
from a direction 8 (see Vugraph 67). The output of the adapze-
array versus S as a function of 6 gives the jammer spectrum :-
angle space. Vugraph 134a gives the MEM estimate obtained ¢-r
example of Vugraphs 131 to 133. Vugraph 135 gives the equat:>n
the MLM estimate of the jammer locations. The MLM estimate ~as

advantage that the peaks of the spectral lines are proportional
the strength of the interferers producing them. Also there are

ot

Y (v rn )

0w
A

(0]
@

-19-



fewer and lower amplitude false spikes than obtained with the MESA
technique.

Reference 38a gives the multiple signal classification (MUSIC)
algorithm for estimating the locations of the interferers. Vugraph
136 gives the MUSIC algorithm. Vugraphs 137 and 138 compare its
performance to other algorithms indicating the advantages of the

MUSIC algorithm.
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. ) | -t EX. TNRg = 274B € =27d8
k= [JN‘E * ?] (v) cK = 2448

=

(%) FornowdS FRom ('l"r)l(—!'°}¢) e d (’(“.’).
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CR vS P Fok 6 _=o0
L/sSLc (AS€

v
= 70} CR,z(l-pz)“z
3 p =exp(-x?)
~
60}
< Xz At/T, see &)
50+
> THERM AL wio1sE
§ 4ol =0, 2= corRAATION
7’301- "1" OF IN’f-
s ERFERGCNCE,
20t At = DIFFERENCE 1N ARRIVAL.
AUXIIARY CHANME, g
0

! 0" ]0‘7 '0-3

04, 0939950999 09999 0999999
08 095 correlation coefficient o

X ‘o.‘

(AFTca FARINA AND STUDER,
Icr PRoc., PTF, aff2 )

LINEAR SINGLE - ) oo sL.LC (L/SSLC)

Fhor  (27-€)

————*—'

_ vt . ~)
CR= 22 [+ oo 2 p 1P = 1+ v g (-2 -
Faom (31-1)
= L
Flom @W‘l— ' Juke (>

)

6 /& ! '
-2 _._L_ & _ — T -2\fl- L LY L, L
f(dy ) + 6 <l+‘- 3 (H-.——- H-"P )'6 ¢ +‘,1¥ YAl px"))
6— & (% *~

0
/T\
1\| -
1\J~
\—/
a~
T
-
+
L
.‘..
+
,N/
><l<
P
+
Y
‘
Vq\w“'
i
-
h
rR—
+
AN |_-

R JNKA(' 3 Sk St —Z‘_—; S J—;';Z{ yr (v )
43 =[:mk€ &:] (f)
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LiINeEAR SINGLE -Loo¥? NN (L /c;s‘_c\ ConNT. 18

BT FomM  (3¢-7)

G, G (l—t- I“'Qq> Q)
wHeERE
€= CLOSED LooP &AW OHEN No JAMMER PrResgnT
(s€e (%-2))
LE
T A (a\
THER
e = (+ 1»@) (s)
& 2 TNRq  Fok TNRG >\ (4)
LET 70k, = INK, (s)

THEN  FRom (31-4)
IRRe = Jnﬂa/ﬁ.

AsD
cr = 2 ( For. TRKR =.7A.\lq' >\
ijuﬁq (_JM&Q] ‘k 7) ° e: =1

o

cx. Ik = “YodB

. IHRa

ChR==7 @ cr = 37d8
LIMyTING CASE For |\~
e T Va= YV~ Vaa ("

= Vin 1 Vo )

WHERE  Vqw AND Vna AReE THERMAL NOoISE IN

MAIN AND AUXILIARY WHILE V. AND Vi ALE JAMMER
$thALS N MA AND AUXILIARY CHRAANELS

THEN ( Ve + Vo) (5 + ¥ : ) (3 '
lem\ W \E [Fmtrver) )0 qv,...r)
ViV Jo+ O (¢)
J‘Vm\ [\ F INR,, > ‘*’ \
wete  gue, = Vawl %/ Nl ()

m 1 2. - .fb )
INRa = “Gt\ /W"“ (
Le T VJ‘, = J'a A VJ'“‘ = WJ‘L U)
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LIMITING CASe FoR |5 (ConT.)

LET fw = :“(b-Fo& INR = TINRq = o8

&
f’o = vfM \/:fq
T 2, \-
\VJ'M\ \VJ«.\
o = wi L _ W
.| O EAR A S [V
ow IF”\":l
” ‘ - ‘
s e '(|+—-'—-Yl+ L) wreei
TN R 4, N, : .
. r - ' T
t ‘F‘ - | + :J-_:"-z‘ 'JNﬁ‘
| ‘ 2
LIMITING  CASE fk eI (conT.) @
. )
P} = - T ()
FoR  InkK, >7|
In&e > |
buere
)
InR,, TNRq

Ex. TN&y = TNR, =27d8 = TR = 2748
= lF‘ = 0.998
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o TIMAL WEIGHT Fok sSLC @

l I *
(Ws)err = o Ve ')
Val*
NoTe:
W = 2) sez (27-3%)
> (W;) oPT ( Am( (21-3a)

‘.‘_=¢O

To PROVE (1) UVE VYRoCEEDP AS FoLLow S - FRom (27—«):

Ve 1® = Vo = KWV, |5 = [V 5= W, KW V- VKWV + kmrlwr@ |

LET (‘WS)O?T =W, 09, Auo W= W, +AW Gs)
Then — — — e et
Vel = TV — Wy Vi VaF = KW VoV + kW) IVa L + 1Al (V) X (7)

OHGRE VSE U WAS MAPE ofF ()L@) W opTaming (v),

Feoma (4) LIT FoLLows  THAT (V1" S Miaimom wHen
\&\2o0 | HeNce W, s “THE oPTiMoM  WEGHT.

ThaT /K Facor NeEYED To BALAnCE oo T
W FACToR ©oF MIXER oN w;.

* NoTe

TAMMER  CANCELLATION RATI0 CR, FoRk FEEDBACK

LINEAR  SINGLE-LooP sLlL (L/SsLc)

see (®
Frorm  (21-%0) — -
= ,{_ Vo Va =.£.___E_J_“_flfi__ - £ KW €5, &y

2 K 2
\\/&\ (EJA"‘!‘IEM\ k lgAIA_’_\E-’)A\L
— | 6 |

e o

y + \+ 6 1 HZ +:m\24

e s o 2

heace
== g~ WW(- a Baa = Epu~ € “a = €€z

2 -
R CQO = igjﬂ-‘: —\- = {——L-— > __L—] *
Ezr e THR, “%

but & 2 TNR, FoR  &,=1 AND TNA>)

(-]

LCK‘,: CU”M’)’%/\ FoR 6,=1 AwDp gJuR >7\.

EX. TNk = HodB | CR, = 74dB.

)
»)
3)

1)
(f)

see  (286-7).

(7)

(é)

Note,Using 6,2 G (i+ INR,) YIELDS For ) Ro = INRy (6 fi+&0)f For THE) ()
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TAMMER. CANCELLATION RATIO CR, Fok L/SSLC |, CoNT

+4o
Y

M

~ Exa=odP

: E—JR = —-34d%

anfe

SUMMARY 0F TRANSIENT RESPONSE oF  SINHE-Loof
FEEDBACK "SLC (No HARD L1 TING)

T, = CLos€p LooP T/IME CONCTANT
T.= OPEN LOOP TIME CONSTANT
6, = LooP GAIN

< = -
Lo+ 6 «) & INR,

Fok JmA, >s |

T % 3Ty  OHERE Ty = "é‘
£ 4

'CO
—_— 3 3T
&, IRy 7 7% T 37, 6 INR,
_ <,
FoR & =1 Tj(: >,3‘c, To2r 3% ToRe
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“TRANSIENT ouTPUT OF FEEDBACK SLC )

FRoM @ and @
Vo= Vo kW = Vo -k WG-e )
= Var— kWY, + ng'V; Q~+/1L )
BoT STERDY STATE V, | CALLED V, IS
VY'S = Vm’kW; Va. (}\
HENCE -
. _+ \
VV‘ = Vrs + kW; Vq e /_5‘- (v
AND

—_— *
(Vr lL = lvrs’L + k’“mr qul e Zt/t‘_+ a@(\lf, "‘WS \é*e'é/n)
~ T 5)
wrnene V)" ewven BY (%7—4).

JOOP . NOISE | @)

"LooP NoISE" 1S5 -THE RANDOMNESS OF W
e To T, NoT BPEING INEINITE. A

LAKE R ANDOMNESS N W RESULTS IN CR

BEING LESS THAN GIVEN BY (27-5) ok (2¢-7).
IN ORVDER. Fo& CR To BE GweER BY (27-5)
IT 8 MNEcegsSARY THAT T, Pe LAKGE
ENOVGH , SPECIFICALLY ’(HA—’(/) ST, G

[
D
2T B :
ngs i => Bs"H>/|O )
o 2B,
THAT 1S ¢ (Uhere B, = crosed woop B i~ HE)
2X CLOSED Loo? Bw ,B, & —=th SIENAL Bw Bs (1a)
! Nn
WHEE <,= RC
) L, = -'— - |+ 6 02T
L = =) % <
-E.L L2 FeR G =1
LINR P2 1
AND PHYSICALLY —H= NUMBER oF INTERFERENCE SAMPLES AVERAGED.

(sec Prenman, Push reeD, Teas AES 3(71)

-45-



LooP NoU¥E (onSTRANT on To

From (Bs-1
/H
o
T.w = [+ &(1t w&)] )
T8 el 1\t TF " a
6‘&-
WHERE = 6,z Loo? &AM wnen No TAMMER PRESENT
—
6, = &kL‘v“‘Jl &) T, = T, '—,-_‘_o
L7166, 6, INR,
YERVATION :
sogsTiToTing (35-2) T (B D) YienDs 2
Ao ) foa.fg
e T o T 0te)T3g
'C‘__ <. |0F ) 3’
- P 3 2- SET (2‘_‘ .
BuT G,= 6k Vel
Tues Fom @) 6= 6k ] Voot Vaal® = G—K:.'.VM'.LI_H Tm(a.] -—".[_'4»1&!1*] f;’)
y ~-, - .
= & ———
VO&TA'Gé < )
EX. Bg=5MmH2 ,7N&¢=)o¥) AND 6 PickED So THAT &=,
S

o TH€M -C°= 6,370/1‘ ) 9°= ‘;Ht = oren Loo? W;—_ Z'::t'o )
’C,_: o. 6371'45 r./"k ". %31’
- ‘o - To _ e =>
NERE !..:1—\:5—(\#6;) ‘L‘p——““% = T 3‘(5 = /8,
? G,2INRa m’fc Gy x|, TNRe>>

- Ged
- VAKIATION OoF T, FoR FIXED To AWP G, =1 Fok Lfsscu

FRom (9¢-~ D)

T, % %S[H e (1+ TN\(“SX

()
[°N
o= %&1"@"‘“«%_& For 6=\ ()
FRom (3;-0 ]
< o l2+(ndg)
W e ¢ e Fe = G)
e T [14 Qermk, )l oR &
- -'-2— Eﬂ‘:ﬁ FOL & =1\ JN& 7>‘ (y)
YT 7k, °=) a
AL TERRATE WY

- ___._-———-1" = S FoR =t , TRy »>\ G)
At TNK, INQ,

* Baoovnc® E. o
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7€ b

USE oF AGC (onNThoL ofF 6, 1o SPEED LP T, For L/sscL

From (33-1) AND (3-4)

— ‘co 10
vV fee— T —n— (\) .
6 BFERY A

I VIA AécC WE MAKE

_ ( TNy x =)
° TR,

TWe (0 Becomes
To Fok R >\ (3D

 =_ T = =
N AT I~ (348 Jax N
Cres [+ 1) —
URE (gea-1) ViELDS
. to AR 10 | e wemy (1)
T T8 (8% e e,
17).

T, VERSUS TNRa Fol LINEAR smée-rooP $1€ (r7ssce)

VSInNG EXAMYLE OF @ T_ VARIES As SHOWN IN TABLE:
1.E FokR T,= 6,370/45 ,6';21 y, o= “’oﬁﬂ' = 25 He ,H=0

@o)  (us)  B) (s) (48) | @)

4o 0.6717 do 334 74 37
70 é.76 €o 269 Sy 21

20 2. “fo /f? 3y V1

/0 531 20 929 16 =
o 223 o - = -

wheke CR, = CANCERLATION OF JAMMER IN MAIN CHANMEL

R, 2 G M4 0) ; Foreows €Rom (24-y)

-4, = TIME For TAMMER To PE SoPPREISED A
A<y FacToe oF v (648) Beww THeRMAL
Noue oF MA);N CHAWNNGEL . Nolsg ofF
AUxiL IARY CHANNEL ASSuaeDp €EaQualL To THAT
OF MAIN CHAMNEL. THYS TFAMmMcg A FACTR
¥ Beow Vanl® +WVaal™ , THE ToTaL THERAMAL

NOWE IN MAIN  CH ANNEL.
-t/'.c‘_

ta = T L JATR () Bewse Vi €)= Vj, €

WHERE A = FACToR (As PoweR RATio) THAT JAMMER 15 To 0 3UPPRESSEY
BELOW [Vouit =Ny - WEKE A=4.
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TAASIENT  RESPONSE For L/ssic @3

o=l 6,370u5 | &
| A Fe

A

T MAINLOBE

>
o

T

EVBACK SLU (Np

~ jNo |HARD L M\ TING-

=1 B2t | wetb | ||
L l 1

~orsE (A8)
S e ‘
\
|
zZ

x
|9
i

z
-y

MAINLO j_é__%étéslv_[m, &[l -3 L VEL
Aollw A KN | T &f]&umgﬁulu :.g:lﬂ. =N,

€: Culvgs ?Lor—rﬁyL AS TE_ABSChsSA |
1 hA A LINEAR SCALE.

Y . o
SN e
T T §( — — —_— T —‘_:i ;- r—— h' +‘J
N =N, 4
] \ N A
) \N N |
e |t cn— | c—— o‘— — - < o
| » ’ _ i,,, - ' —
_ 3.4 pes 28.9pr8 1P7ps| 79 ) C
- I A7) (00 1000 'lo,ooo' | 'T'u;;(' ,,) ]
[ 1. e e T e I e N N
DYNAMC RANGE PRoBLEM _
-) 4 — >
| RF FlonT & 2
RC IWTEE. w = 6—“;”[—“1,(-(:‘: o )
ol{;__o - = Gup 2.2 xio~To~
y I il \% .
E —~ MIXER NOISE
C- . ~ = \IkT B,

O—»—l};

;
/ = F)uo"",(#

G Va* (6xe 2.250077)

* =7
Zkber Vna (6we 2-2%l° ) zfyuoue

L4

:ké'ip sx10~ ' &

 REBUVIKE TMAT FRonNT END NOISE > MuxER NOISE, T €.,

Kk g.‘l;__ o~ >» 5xs0™!

YN
oa K&KF > 'Oy

()

F Assomgp  T=725°K, B, =25Hz | By= SMHT.
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HARY-LiMiTEP (HL) Sinére-Loop sic GSLC )

MANMN @

RC INTEGKATOR !
R
- L 3
Re=T A
G > > | >
v&. va.

AvXieARY .
: Limter  (Val

SIMPLE ANALYSIS OF SSLC OI1TH HARD LiMm\TiNg

Ve — KKPeWalVe =V,

/

C IuT1EG

2 TR RY) L *
) - Wi _YaVe
Va. v
O—# ——— — | | «l
J [
Val
Vp = Vo = Wk e Vel Vi o)
Vim = V,.(l-f'k'klé—‘va') = V. (|+é1) (2)
G
7

'3 L
cr= U= () 26| omears with (25-v).
' £
(3) .




TRANSIENT ANALYSY Pk SSLC WiTh HARD LIMITING %
MAIN

Vm Vig = kVaW = V..
< > >
®
KVQW 7 e 2 KV Yy /lV..' Vr
INT.

o———— a1 >

/_
Asx. HARD Lia TER Va/{v‘\ < W= here B
- ¥ X a 3
T, -t—:—" +W=u = k6 Ve Ve /f\/.\ = ké’(vm-k\(‘w) V.,*/(V‘l 2 k&VmVa _ k& QV;\ W o)
<, W & w(u w6 (Vql) = WG Vi Va Vel @) 6 = 1l = keoP AW (2)
e vg-—-' —
G‘_= klé‘(vq.‘ @C\ L 4\ o C 4@)
.é!’-_., ‘Rf(‘+“" :._k... @) <= +6 “:ké\‘.‘/a AVQ.‘ (Y‘)
at = -, =,

-4 »
W= Ws(“'e /t") (5)|, "W =STEADY STATE CEWHT

- ‘\ . = h +6' (’q}
T 260 TiME (NS TANT. /°4’¢° :6 ‘_) $
_ T l ) W = k & Vi Vo/fiva) G+ &) | (1)
1 +6,

JAMMER  CANCELLATION RATIO CR, FoR ML /55LC <,

NEEY To CALCULATE ERROR e N W, oF (4-7), T-E,
W= W(i-€) )

LHERE W €quAls COARECT WeI16HWT

€
kw = Im
6\7A ( )

€€ @) Fok EXAMPLE .

Toen vRom (Fra-5)

k.= =% G)
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<D

JAMMER  CARCELLATION RATIO CR, Fok KL /ScLc (ConrT.)

FRom  (42-7) W (rz- 1)
Vv, V* * 2 T *
W, = ké—[ m Va ]= k& lv..Na I__ kelVal | v,.,vax -
(GGRNA +6, ™ re, WV \ Vel

v &1 | _ - _ ¥ * *
leV:\ = (Q,.M +E, »Xe.’""a. + F":Sl _ C1m tn + EJMENQ + Em a + E‘,,," Ent ( \
= —
‘Val } (eu' "’E» ‘.)(€IQ. f E'.la i (‘?"\i -+ F“Q\""‘ Esﬁ EutTgﬂ‘ E:

¥
[ é',..,é,:-rth,'; +€nm€.ft'\‘€&ngﬂe)

|

alénl 2\63«\

_ A .
w(EJQ.‘l €~7""~ E"“ 14 Ews E"‘"Il L ENQ z BJQQIA_’ e"‘E\;.
&\ | EE Kl 26,5 2iE, [

c ¢)
_ Ea Eﬁ‘l ()

l.t..,g 2E9a

N

—

"

‘Lw‘é;ﬂl LH' '::l'% 1{“ "' Ca'u

&>

TAMMQK CA“CGLLA"(IOF‘ RA’(!O CRO ForR H’L/S'fl-( (@“13

v-n V.* € L "
S S R o

(P

—wilE] |- 5 ] e[ - 3m] )

Fom (¥24-3)

Wl = 5[+ K@l fL L Bl Taletie] @

“\ lﬁ:,ﬂ = o |- fu@.“ T3t 1'3325& (2)

Co 32 _ 3 ,
OO =V6_ _6—:’)("2;42) - V[' ((.— AJM(‘:} (r0)
poT Flom (v4-& )

6 = |+6—;J0+1N@‘ (“)

= 5.“(7,.,,4‘ Fok ,1.4.(,>>) &, 7| 62-)
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JAMMER CANCELLATION R9Tio

Yo

CR, FoR HLASLE (EonT.)

32

€= a.dnk, *

(
Twk

&,

.

R, = | ==, + —
T L2 G Tk

 Fo& & =1 ANO  Twia I

(13)

(1v)

[Cﬂo = ]N/en ( FoX é‘;:(} IN&)>’ (/-5)

EX. 6&=1

) fld‘a: % d@

k ok 6210 AND  JuR, 3 00

P

Ex. 6,2 lo K, = Y0AD

TRAUSIENT ouTpPuT OF

o

k=Y 4%

ch = 6:,)71642] PR 60.:/0, TR, 21000

ek, = folkp

EeePBACK ML /sstc

Flom &) «d @D

Ve s V= k VaW = Va, —kVa W (1- e‘*/"“)

-4 /T,

-
-

Vg —k W + kVyWs €
STEADY STATE Vo =V Is

BoT

Hewce

-t/T.
Vo= Vg + KW V. €. N

m—

17T -2
Vel = W[+ & W5 e

-52-

() |

/e,

)
(+)

+24e [Vr5 k‘Wf\é*e -t/t"] &)



LoOOP NO\SE CONSTRAINT Fokr HL/SS‘LC @

2-3 STILL  Hord $ , L.E.

To 7 1:—-;5 [H— 6—‘_] (1)
WHEKE Now
br= Glirguk, @
Anp G, S1G |V, | = keoP wois€ WHEN No INTERFEREME PUleSENT.
~@3)

PERWATION:  Florm (vz- 3) :
— L PR )
6= 1 kel =1 WEf Rt ON) E ke T = ey

2 —_— —— (4)
A N VA S A 6
ros G =+ G_Junua" Qey. (A
EX =10?= =IO#
Ex. 'B_,=fMH} TINRG =107 =4pdB, ANy &,
J

Then Lo 637/15, Bo = 250 H3 T = 0.a36ps

H Gp ST TO (0 To 1owER JTAmER STEADPY STATe Lesipoac.
SE€ NEXT FEY VVGRAPHS.

“fa
CLoSED 100P TIME CONSTANT < For  HL/SsLc
FRot (42-¢)
. ,
S v )

ot ERom W¥-0)

6.3 1+ e-.,‘.]wjuea_ @)

<
o T =
Yo &, J “w J»:\ > )

<
T 2
\-;. %r__,ju‘“—( Fok 7wk _>» | («)
Fo® F\MED T, FRom (‘I’i—-l) AND 6/5/.5)

o g GO B e | = e [e. v | )

. lo (7,45) x
T.* o, 7mt: ol ankg >~ <)
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USE OF A6GC conThol. OF G, To %Pced o —T_

Fok WL /ssLc

FRom (424 -])

.___.-.t_o——-—'——' LI j

T el

IF V/iA A&C

]‘(%ET)I?“ G
%= 9 7ezm
vwen - . -
T,.= =
Yo l 9‘_"@"_“ m 10\(TRE )

GuT Fom (wal) AND (”"")

-

)

FoR InR, >>|

s A2 (146)) = 2 G | 2 22 (6 e ey

A T = __E_'g (f\ Ex. 6,=l°, p=5mn? )

wo,

T, = 0.6%Trs

Yoc

AVAPT\WWE ConTRoL O T, -TosPeep OP T_

Fok AL /SSLC

I MEASORE  IuR,
A. FROmM (-N.D LéT

D+4~(\+a~4\]— (l+ 6—)

l-

BT Flom (42-¢)

To
T = 2)
&
e _ ‘o
—EA.. - «“-gs (;)

THOEPENDEST  oF 7MKQ .

54-
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COMPARISON 6F LINERK. AND HL SSLC RESIDIALS

Fok HL/55LC, CR, ,REIECToN of JAMMER. SIENAL ) (S FRoM (¥24-14)

~[_3 ! -2, 1 : BT
Cﬂo-[‘zj“’ga.+ G;E'JEZ] = G INR, FoR 6, << VINR, QY
Fok  L/ssee (unena sch)EF'Qon(zzq-ﬂ):
cRE INE(G /el = TN 4 PR 67 )

HENCE Fol HL /ssLc: .
[ - 3 1 . a
. V. 2 - 2
Voot 2 Vel =Wm\m[b% . = JN__,%] Wl nsg) Fx (3)

FPor L/fscc -

,—1_ L 2

— = A

Ve |= = Vol Mol Qwo)* N:{ BRI C)
ke @R NG [ VR

Fow L/ssre wnew G2 G2 JuR AN PAMMER , Vgu,
SOPPAgSSED  GF 0k AN ANbonT & BELow Y, T
TermaL  Noise [ TT BEWE  ASSoMED THAT  Vawm =Vaa)
Tvy Fok 3\'&0'"’0‘3 CR = sod9 AnD R&SIDUAL TAM MEAR

s Ho dB Perow THe MAg?.l CHARNEL THERMAL NOISE.

~35-



B
COMPALISON  OF LINEAL AND HL SSLC Resiears (cwT.)

MRq = H0dB | CREodB
IS €avarL 7o

THIS RESOLTS

AN Resi1PoAL TAMMEL
THE MAIN CHANNEL THER M AL NMNoisE.

N THE MAIN CHANNEL RESIDOAL Vg
BEile LARGER For -The BL /sSLC THAN Foe

The L/ssec BY AvouT 1L&€dB. 1o ErIMinaTE
TS TVEGCRAD ATion CR HAS T ‘BT

INCRE ASED
Foa -TBE HL /SSLE o THAT  The IAMMER
1S SUPPREISEP BELKW THE MAIN CHANNEL

HEARM AL NosE. THiS 1S DonE

BY CHopsmug
&, To Pe > .

for 6, =lo, :ML.;/O"‘) CR= 608 (sc& ve-1 €Lys-v).

THUS “THE JAMMZR 11 SOARESSeD 7o 20dB Bersw

THE MAN CHAwwWEL THERMAL  NOISE.

CoMPARISON  OF LINEAK (L) AOD HL SSLC RETIDUALS (an‘r_)@

- INRgy = YodB
L/ssLe ) 6= CHL/Ssie 6, =) HL/sSLC € =10
4048 - Vyrn) + Vil -+
17 &

4”‘,‘] /Wml /c.Z, MAIN CHANNEL

o048 - THERMA
Noise Levew
~200B 1 Wyl /2%,

—"./M’{-—(—%'M)@’

= lVJ-,,‘l’/CKo

-, 2 et
= e e = Yolg

= 6od B
56-



T VERSUS TNRa For AL /ssLcC /

ViING-  EXAMPLE  oF (D) T, VANIES AS SHowe in TABLE.
1€ FoR T, = (3Tps | Bg= 250H | 6, =lo, H=lo,

THR T, 6; ty
@) (k) (a9)  (ps)
4o 0.636 éo 3.37

Jo ;z.o; 7 437
Lo &2 34 ,
/0 /4.6 18 ;{/,3

SEe @ ol DEFImTionE.

| ) ° y
TRANSIENT RESPONSE For. HL/SSLC @)

i . . L N
Tl = 63ﬁ,ﬁ,=wc>,.}4= Y- ;; =/o | .
Aol el ‘T AQK| SLL | BARD \bpmiimie | || |
eV EIRREEREE RS el -
NE I I A O A a L
Eh e B . L
9 ,‘ 11 1 - 7
4
AN 1] ENEEEERRREEN
v
— Y-« } L
NoTE ¢| Conves PLoTTem A4S 1e  MBSciss
e < AD LINEAR | SCA
_ ,é} . - S
.3% BN Ny N,
IEE B T 5
£l
a o b .
il ) 3983 wdHy . ]
| P /%; /oo /000 r""é’, e S d




SIMULATIoN OF LZJICL'.

cR vs 28./Bs

£ =CORRELATION

COEFFICIENT

STEAOY- STATE NA=NUMBER OF
JAMMER CANCELLATION AUXILIARY AERIALS

‘CR, (d8). = No, OF SLC LooPS

0+ P=.99 NAz3
25 P=.99 MA=2
20¢ £=.99 NAst

\

-
o
\"N-..

T P=9M=3 p.guaez Pr9MARI

204
_25 L
-30 + + ’
w03 10-2 107
BANOWIOTH
RATIO o

(RRom BucclARELLI, ESPOSITo, FARINA,
LOSQUAIRD , 1€F RADPAR-£2)

LooP Noise @

T .
Fom ANOTHER REFERENCE THE FopLowing Mo RE
STRINGENT coNDVTION (s GIWwEN Fok LooP NOISE
NoT To DeggrADE cR¥*:

s - H>» 2 (1)

THUS HERE = 2¢CR
EX. B5=5HH, , cr=3748T 2 W= 2cR= %0i8= 15 wo.
7‘

case  FARAMETER = H=10,000 =(o
To MS) €37 0c¢37
L/ssic B (hg) aso 250k
T (pes ) é37 o.l56
HL /ssee )
/ B (HZ) 250 50k

# BY NoT ™MORE THAN 08 d8

F ™is 15 THE cR oF eX.) ofF voe&ys. 26 € v+,
For HMAX. INR, OF 40dp.

(+ FaRing £ SToer ,T€€ PRoc. 2)p,)
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CR vs 28, /B, @

LisTec_cast 7

50k
'%4:- & (APTER cariva &
40 STUPER 4/p2 TeE )
J 3sf
o 30
Ph:
'g 201 px 099

1sf

a 10[2 =015
st ey
0

0® L 10° 102
bandwidth ratio a
‘/H

L]
=

£
o= 0’33—;—,“““6 63“3"6 Bw

ForR GAUsSSIAN TUTERFERENCE
SPECTRUM.

P = CORRELLATION BETECN V., AND V
Z
= exp[-(at /Y]
LHEKE T, IS CORRELLATION TiIME OF

INTERFERGNCE, T = 0.530/B4.

No RECEIVER Noise A—SSOMe’p P&a’}é‘NT
Ot 2 DIFFCRENCE I ARRivAL Times
BeTwEsN MAIN AND AVXILIARY CHANNELS.

NoTe H= o0.833/
PROGABILITY DensiTy FoncTion
Pork WGWHT W; L/55C

10
BeL
6 p—— m
B
,i %c— =0.0!
'Q py \
3
=0.04 ’\
=0.06
™~
=0.1
2+ \
o | I
(o} 0.5 1.0 1.5 2.0

(FrRom Bernz, z6v€
Aess, 7/77, gp 955-61)
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NoAMAL)2€D VARIANCE oF WEIEHT For L/ssec @

v

A 2 ] B ™! r‘/u )
/T Ry -] npE eson | )
(BL-Bo)l 2\Bs| wg frp, 21

LHERE  BL= CrosE€D woor pore | ar <) , Bo= OPEW LeeP Por = :""’K]
THUS FoR THE LooP Neiss soT o DPEGRAPE g -

Bs

H=

FoR EX.| oF Q:‘)'@ B = fMH} ) 'D";lfﬂ} ) Co= "370,451 jd&:folgf;*bl'FIO
(L/ssec case) '

TNR o T, B. ow/@*
@A®)  (ms) (Hy)
4o 0627 %0k 0. I/‘
% €. %€ ask 0.0/6
20 €2.5 2550 0.00/§
/0 s31/ 3oo0 o.o000/6

v

EX.2 € B, SmMy, Cr= 376, Twen Huisiteo T =l000us Ao B = ISPHG.
Auso O /wit= 0.000100 (15 6.14€ Apove)
(L /35cLec CASE )
(* FRom BERNT , T€E AES 1/77,)

NULL 7EPTH vs TimMc @

v
6= GNPy
8= GNP AREL  wem - o

Bey = Bs (v RAD)
BJ ] ‘/—50 = BV o KcC

INT, Im 8,/8
RAD (AN

00

|
o
(=]

—100}-

AVERAGE NULL DEPTH

|
o
(=]
T

-2001

SHPYY) S Y N TR U NN TN N S S U T S U U S W0 U S0 T
00 02 04 08 08 10 12 14 16 18 20

TIME INORMALIZED TO INTEGRATION TIME) , i/‘u.

(AFTER GERLACH AND LANG, TE&E TRAWS
ON ANT. ANO PRST., 3/ )
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A~

NULL DE?PTH AND OUTPUT TIME ConsSTANT

To

TiMe

!

(8P) H1Ld3a 11NN 39VHIAVY

vS RC INTEGLRATION

© @ 9 2 © 9 o o o o o o
TITTIETS SRR
T T T T T T T %
¥ _.
-
e
N L
AN .
o 2 - —
y n v = e ===
s 2 2 — ==
= 3 3 —= == Ee——=x=
g | - Lz — ﬁ ~
& 35 dv 3 - = _ o
X T E W% P fm
. " W S 2 &N = = 3
3 -
ﬁﬂ IU N W 1 - T .
o )'. LT
o & = b
Wy 8o $ v = K
P_UM 4 2 MP — 2
“-—l ’ W R G
z O A
e §gi
2 g <
2 He z_
..!J“ 2
<<
v}
¥ 3
“ .
‘ B - IH
. m - w.m,m.rnvﬂwmlwuw”whw
o o o4 N - e N
@ 9 9 9 9 9 9 o © o o o W) — S it HR
2 88 8RR 88 ¢ 8 g ¢ o : ‘w./i!,.lﬂ
ié B — ——— - —
A.le $7 0L INVISNOD JWLL 1NdLNO o T =
A S —
T 3 L >

(8P) NoILVTITIINYI 311 0m

NUMBER oF ELEMENTS N FULLY APAPTIVE ARRAY,

OPEN LoOP GAIN , N =

G

(¢€-rach, Fes. 1941

Thtamega. Poulel

Py
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CR VS TAMMER DIRECTION © @
INRp, =INRg =00, PERFECT ‘\'A(Ac:l(r
BeT\v :jgu CHANNEL S.
J | R IR
L/ssz.c_ - -+

\ RN

=

ll‘

30

—

\\ e e @
"Ny 4= DISTANCE BETwEEN |
Ru MA € Avx,®3m.
~ . \ Bic ZloMuz | A
1€
© \\ = BAp dmw/ /
'\‘/ 2 \ L~ /
AL} ™~ / /
LT
N P
] | |

PR X

10 20 3 440 S0 60 70 60 S0 100 110 1BO 130 140 130 160 170 180

o (ve¢.)

(FRom  FARwa, Tece aes n/11)

CR vs (Jn&...)-| @

PERFEcT TRA(KING PETWEEN
" CHANNELS .

KEY .

B = 10OMHZ

d = B3

a = ONE POLE FILTER

(ds) [e] T GAUBSIAN FiLTeR

0O = RECTANGULAR FLTER

— AvERAGE C&(m. OVER 3‘00)
———— worsT CASE e.

INR b 2 INR o

-~

~~
o e
J ~
d
u °
. )
N
————
-30 -2 -70_#

]
V&N R
(From Paina Teer AES, 1[7)
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(R VS TAMMELR PiRECTioN @ @
FoR CASE oF Noni- PERFECT

TRACKIN G 96 TSEEN CHANNELS
' STTYL 0T r

I
|

| l o

i i l

i 'kev

ONE POLE FUTER

B = OMHZ
d = 3m

B |

nze T T 1T 11 !
\ MF = MismATCcH FACTDR

leaLcles)

= RATi0 PWs OF
FILTERS (s MAIN
\ AND AUYX. CHANNELS.

ol
\

P —

\\

——————

/
/)
W

378\ t >
N
N LT

.10 20 30 40 80 60 T 80 % VO MO YO WO MO WO WO TO WO
e

e (ve¢)
(Flon FARNA , TEEC A€3v)“/17)

—
//
/

/

/[ /
/

\
\\ A\ \,

/
“»

.

cR(A®)

/
Ve
[/

LINEAKL DoUPLE-LOOP  SL.C (L/DSLC) @

Av¥. No. )
Va) -
C 7
1
dol \AI| ‘1&5“.’ 4}
MA V.
m
g - v,
W,
dor 5 <]
L o v‘;" i >
AUNX.NO 2
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TRANS1ENT ResPoNseE oF L./pch_

Tre L/DSLC OF (B CAN BE SHoww To BE EQUIVALENT
Ao A L/DSLC  For ORWiICH —THE Two LooPS AcT

INDEPENDENTLY AND HAVE TIME ConSTANTS GIVEN BY:

T, = ~-pY (1) le(Fror FaRinA AND sTUPER
et o/ G (1-r ) A A RS
1:‘":1:0/62(/4./"’) @)

LCHERE £ IS THE (ORRELATIONS BETVEEN V,, ANY I
AND V., AND V, . IT Is AstomeD HERE TdAT

dp, = dog W (5, N WHICH cAsE 27 15 THE CORRELATION
BDE TWEEN Vo ANV Vg, . No THEAMAL NoiSE 1€ ASSumeD

To B PrESENT . 6= LLoSED LooP GAN Fogk €ACH LooP
of &D. owmY ONE TAMMER ASSOmED FPRESENT.

EX.(: &2 10 y To= 6,370,43 , P= 0.99 ((g @)

= VERIVS T = 0.637us_ Fo tfsec
T = 162 , T = O.325p0 w S ),
2. G 2m”) T 6,3%ps, = 09997 (vee @ 4eh):
T, If?’ﬂf, Tz = 0.3‘?#}.
THE LoNeER TirME CONSTANT PE TERMINES THE SETTLING TIME OF
Tue L/DSec SYSTEM BECAuse BoTH LooPS MuST ReAcH STEADY STATE.

()
CR FOR 6 =6, No THERMAL HNoISE CASE CL/DSLC) @

("-* /all) <« (FRom FPARINA AuD STUPEK
( ry ),_ o) I€e Ppeoc. ,Pt. F ,2/lz)
- £ |

oNLY ONE JAMMER ASSIMED FPRESENT.

CR =

EX. (=0.999 c&%é 57 A6

Le . Rsge = ﬂé (J€€ @)
Tuvs THE LfPSLc oFFers BETTER CR “Tham THe LfSscc.
For. Trig €X. IT IS 3oodg BeTTeR. THE L/Pscc 1€
P6TTER THAN THE L/SSLc Forr 6 =0 oR EQUIVALENTL),
=0 ,ok 2B, /B =o . Fo 28 [g Fe “this s NoT 7
ALWAYS TRUE ,s€€ (D TS U PgcAvse o kool

No(SES AR THEW ConTRIBUTIAE To OuTPUT RESIDOAL ANP

THER SSm  Can BE LAREEL THAN FoR A Seéte 4+o0oP

SYSTEM .
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CR vs £ For G, =e
LIDOSLC casg

_(1+p%)
CR “0=p9 £ 2

p=exp (-x?)
X= At/

canceliation , CR (_43 )
39

858233888
T T T T T

20l THERM AL NOISE =0 .

( AFTc & Fakinag AdD sTUDgR |
1€€ PRoc. | Pt F 1/t3)

CR vs 28, /p @)
s
L/DSLc case Y

(AFTeA PARINA € sTvoer., PRoc. Tex,
Pe. £, a/s2)
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REGCIOD WHERE CR Fork L/ssiLc
, BETTER THAN FOR L /Dsic v

. 22009
@ 'z‘ﬂ"—' p%)

IO"L
p = exp (-x2)

: ' Assic ¢ CKSSL-C> CR’Dﬂ-C
8.
£ 10%
fg
- X3 o.8797 20
2 Agsic - 85
Rps > Rssee \ € @ “'A
°H '
-4
10 Y \

1 10! 102

J

01040608 0909 QW05 0999 0999
correlation coefficient p

MULTI-Lo0P STDELOBE CANCELLATION SYSTEM (Msic)

!

"Desired Signal"

1 2 K
nQr (o) e o o Auxiluary
Channels
1
X Vo™ X
e o oWK
Y
x
é .
(APPLEBAUM, IEEE AP-24, 9/76)
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CR VS NOMBER oF AVX1LIARIES @

FoR ™M 3LC
IVEAL CASE OF 6,= 5.
JAMMER
T CANCELLATION —_— IRy 3O
2
404 p=0.99 €= QXJ'@*/-CG\ .

f=0.95

304

P=09
204

104

(FRom BucciAREie) ET AL, RADAR-#2)
01 23 4567089 10n
NUMBER OF AUXILIARY
AERIALS

P = CoRREUATION OF AINTERENCE
BETWEEW APIACENT ANTENNAS.
ANTENAIAS ASSOMED € QA Y
SPACED.

0

FuLLY ADAPTIVE ARRAY

TAMMER ¢ B TAREET
85 1'6s
. - - -t ANTENN A
o, Ny Ny k|  ArR Y
T R L

v v
o

L ovTvPVT
SO' N°

-
PESIRE To FIND W = [W,w, , - ;W]

WHICH MAXIMIZES OUTPOT SIR = ‘ﬂsz/No

* +
- —|
: SoLuTIoN 2 Woet = ‘\}\‘j‘o = M S’ .0)

(Fsce apreBAM TeeE Ap %7 )
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PRASED ARKAY STEEREDV To B

PHASES ARRAY

d 5;‘49: ¢
W

a1 e—}o&%v
t2 4 »le- 1)
Q.’o e-jo

+ '
* el
L

A::qe

- e e

S

STecRED To O @MT._)_

@eﬁo

[ e')o 7 ﬂo
¥ kA
e’."” : 5_’7

o K-l)/« :
AP

B!

6Ta

%‘J@ D¢ -3,




“>

EIGEN VECToK ¢ AND VALBE 2A;

—
SI\WeER VECToR 5 SorUTioN OF

EIGEN VALOE (15 SplUT7/0M) OF :

YeT [M-— '),;1] =0 (sc'E PRookug R , TRA 2\
ey, f,277>

o = [e, e, - ek]= MATRIX OHSE Coloaqn s pme
Eléen VeECTORS 6 M

M) = La,e. L R 1 e';} = @A A =714e{n, e )‘J |
7

€@ =1\
3 §= I = IPENTITY MATRIX
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Wrereé '

= CoVARIANCE MATRIX
OF INTEAFERENCE
Ac Koss ANTENNA
,/{ Y A&RAY (INCLUPES
1 x K, ,l TreamM AL Nmse)

+
M‘.'i = Hi NJ

P .;ﬂ'f

SET oF WLaeHT HicH STeER
AMTENNA To TARGET

1]

NoTE : S = RECEWED SIENAL IF TARGET PRESENT.

(3¢ Armeamm AP 7/74)

QUIESCENT _CONDITINS , T. €,
THERMAL NoSE  onLY

(PRESEXT
Ne= 47 =« SicE T o
. [ 3 2 s
. M;)“-’ n: ﬁ). = o Fog t—-J
= © For Z-f]'
6—&
. '
o a*O \
M= M = . =« O - T
F | O . O,
G

) - *
e W°71=\‘,L=M'§J*= %:i/q

—)

THIS \$ THE MATCHED FILTeER AS 1T
SHouLY b€ .
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PROOF OF oP7mtrc 1Ty (&9

1 lﬂa
FoR eENekar U

PROBLEM : To FuD W wHICh MAXA(iZeS SIR :

\No

LET X ANY Y BE K  (OMPoneNT COLUOMN VTl
ARY M BE FoliTive PEFINITE HERMITIAN.
TPEFNIE  (NNER PLoPucT OF X ANp Y AS:

(x)\/‘)—-' x*¥My
THED PRoM SCHWARTZ INEQUALITY
(7)) = (%, ¥)(%v)

EXPRETSING (V) ZIN TekmMs OF INNER PeopoctS

T sesfw )W)

ProoF oF OPTIMAL\TY Qou‘(.) @

SIR & [(w}v)(m" 5,M"S):| /CW,W>
2(m's, M‘)’)-‘ Y AR VIWIE
)sz&, £ 9TMmY l(t)

@oT (V) ACKIEVE THe vUePeL Bound of (2)
WHEN EW= M"'/ﬂ’Wm’m )

To see Tms ) soBsTiTote (3) IN Q) T G€T
STA = |S“M"HS"z/(,!“M"”MM"S)
= (3TMIS) ATk S)
= $*TMT'Ss @D,

BoTE: LREN TNTERFERENCE (I G AGII’AN TWoeqx AlSo MAXIMZES
PeTeCTion PROBABILITY, (see rap, 3T Ac, Aess *fry )
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METHODS FoR ESTIMATING T @

* SAMTLE MATRIx TINVELSION (SMT) METheD

® APPLEDAUM-HOWELLS ADAPTIVE FEEDBACK Loofs

RECURSIVE UPIATE oF ESTIMATE oF M

AN ORTHOGEDMALIZATION TPROCEEDURE
® ORTHROGOH AL TRANSTFOL M A TION

® NoLEN “TRANSFORMATION NgTworkK

® CASCADE PREPAOCESSoR
@ 6RAM~SCHMIDT ALGORITHM .,

® LATTICE FIiLTEX
& KALMAN FILTER

SAMPLE MATRIX Tnversons (SMT) (@D
ADAPTIE ARRAY |

USE MAXIMUM L ikeLIBoOD ESTIMATE OF

M Given BY

K = __'_..{: 7_((3 )X(’)* ()
J—'

AT
X(J) = LN' , Nl SR NK] Fo&g 'H;b;r""fc
"M
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. @3)
ON SIgNAL - T0-TFNTERFERENCE £ATr0 (5I)
DEGRADATION USING SMT

LeT SIK,, 1. = SR OFTAINED US/NG

\FT‘: Wy = M7'S* [

LET
STk

= " Y 4 :—:IN()
r JIR, (¢) (52, A

THEN lﬂ: —3dg For R=2K-3 |x0)

= 2K Fo K>> )

TN GENERAL
£= —lo ZO(,IO[(K'I'Z-J()/((-\‘ /B )

(sec ReEY, MMLeTT, €BReNmAY
Iece A€s , 11/79)

onN VETECTION koSS Peer APATION USING SMI @

v

e Loss oF (@) s A SIR Loss. IF THE ouTAT

INTELFEREN(E PLUS NoiSE€ WAS GAVSSIAN TT wowd

e ThE DeTeTECTON Loss. MNYTZ2BERGE TPoiTsS ouvT
1T s NoT EAUSSIAN  ANS FINDS “ThAT THe PeTECTON

PROBABILITIES ) Fep -

For SMAL Peq TT U l;-A SPEC\EICALLY ¢
- Zos (é%? '_':‘
253 ,

Pea _K=28 K=16
to~Y 51 Ity
to=% 5.dy %09
1o~ 6.70 g2 |

In THis TABLE R=2K-3 (s€€ NITZPERE- ) TEE AES, ngy ;
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APPLEBAUM ADAPTIVE ARRAY &)

(ALSe CALLED APPLEBAUM-HOWELLS ADAP IVE LooP ARRAY)

1 kth Array Elements K
X X ) 1( X X . . - X

i
|
|
»

\tk
\

I.inear ADDER

(APPLEBAUM, IEEE AP-24, 9/76)
| !
APPLEBA UM ADRPTIvE ARRAY @

(APPLEBAUM APAPTIVE LoePS)

«
W = G[t:—u:‘kz‘%%“] ()

rEN
ol 3 & _ £ _ w«
2 We.[“““,c*ﬁ =4 ezl -y
231 G A
\ =
weee '(o P,

BUT u.fu,: k£ .p,l-&mt*t+ of M
HENCE (V) BEcomes .
E_]W =T* (2?7 (NoTe: -1-*557
IM*— = ‘ (

HeERE
THUS FoR LARGCE G (1) PeECOMES

Mw =T*
po (w2 MTT (= Vorrr
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UPPATED /NVERSE AINTTIVE ARRAY @

HErE A KECulS/ye ploccPues /0 UseD To
ESTMIATE M . ASSurme /CIJ. e THE

b’S‘fl;—M—‘re OF M AFTeR T+l DATA SAMPce
J
X( THEN

plj = (1= Py, + x‘”*x"'q % ()

T:liz)...)j’ .

AL‘D : A
p\-‘ = __.l_",>\-' [ < (M;-.l )dﬂ*) ()C(T)T M5, v
y 7 (‘ -« NTH -1 <AT)*
Q"") + "‘( M,_,.}(( ) @)
i T

( SEE  BREMNAN MALLETT {R&‘D, ey, ’/76 )
ADAPTI‘VE AMTI RADAR

Element 1
Del Del ]
T _ Vi
l Y11

T Y
{ ‘ V1,2 ‘ I 1.3
"1 1.2 1.3
Adaptive .__>® Adaptive _>® Adaptive —>®
Loop Loop

Loop

To Loops

[~ (7]
AAA

M
Output

. Element N
T

m Delay |

al
| v v !
‘ l N1 I} { N,2 ,
W W
Adaptive N1 Adaptive | §,2 Adaptive v,3
Loop Loop 00

(BRENNAN, MALLETT AND REED, AP, 9/76)
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ADAPTIVE PERFORMANCE VERSUS NUMBER OF SAMPLES. 8 ELEMENTS, 2 PULSES, @
ELEMENT SPACING = 0.5X , INTERPULSE MOTION = 0.2x, SCAN ANGLE 90. 0°
STEADY STATE GAIN = 125.5 dB. INITIAL CONDITIONS NEAR FINAL VALUES.

120

Adaptive Loops (Apple baum,)
Sample Covarian Matrix (Sm1)

‘+oo

Recurs.vel.
Updated Inverse

100—]

" MT1 BAIN(DB!

-
i

0 -+ T T T
100 1000
NUMBER OF SAMPLES

(BRENNAN, MALLETT AND REED, AP, 9/76)

ADAPTIVE PERFORMANCE VERSUS NUMBER OF SAMPLES. 8 ELEMENTS, 2 PULSES,
ELEMENT SPACING = 0.5X , INTERPULSE MOTION = 0.2x , SCAN ANGLE = 0.0°,
STEADY STATE GAIN = 108.1 dB. INITAL CONDITIONS FAR FROM FINAL VALUES.

108
© Adaptive Loops
A Sample Covariance Matrix (SMT.)
99
90
81
72 ”/v
4
/

+ Updated Inverse (chur.nvd-])

[eo
a
P
=
T
«
—
= j
63 -J
_P,J
1
<
s A%
/
it
]
45 : T T T -T T
0 200 400 600 800 1000 1200

NUMBER OF SAMPLES
(BRENNAN, MALLETT AND REED, AP, 9/76)
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CLUTTER REJECTION

l ANTENNA PATTERN
\\/ei \ OR CLUTTER €cuo
S
\ RANGE
RESOLUTION CELL
ve | \ ‘ CLUTTER SCATTERER TARGET
\ AT 0,
\
\
\
\
\ ]
1
1
Ij : l
& *x -
. 1 x 0 o, [/
X
[ cLoTTeR
ANTENNA PATTERN SPEcTRUM
Vg = Vg Sing, = 7)’ QV- TARGET
= DOPPLER VELOCITY .
OF STATIONARY 1
CLUTTER SCATTERER AT ¢, |
[}
]
v, =ARCRAFT VELOCITY v
0 Vi Vat vy
65 = 2-WAY 3 dB BEAMWIDTH
. DOPPLER
~2v  sind, VELOCITY
76,
STOPPED ANTENNA

ANTENNA

LUTTER SCATTERERS

TRANSMITTED

PULSES
1 2
1 2 IN
P | E HE
0 T
ECHOS

CIRCUIT

MOVING TARGET INDICATOR (MTI)

TRANSFER
CHARACTERISTIC

ouT
o

AMPLITUDE

STATIONARY
CLUTTER AT fd

n
o
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GRINIDB)

10

-10

-20

-30

-40

-50

STOP THE ANTENNA

DISPLACED PHASE CENTER ANTENNA (DPCA) TECHNIQUE

MAKES ANTENNA STATIONARY

e e

t=0o | A C
L

B| — Vg

ad
1
-
>
0

By —»V
- S

ALTHOUGH ARCRAFT 'MOVED A IN TIME T THE ANTENNA EFFECTIVELY
IS MADE STATIONARY BY SWITCHING OFF SECTION B AND SWITCHING ON

SECTION A AT t=T.

TRANSMIT PATTERN

NS NN NN NN TSN AN NN

] 3 Interference Sources -
- 0. = 35° P, = 200 b
. 1 -1 -
— - . - —
] 82 I‘S,PZ 200 -
7 03-55' P3-200 -
] S Near Field Scatterers -
— X Y R -
- 2 9 .2 -
- 6 6 .2

- 5 -9 .2 -
] 4 8 .3 r
-1 7 -4 3 -
= -
. C
. r
- -
] o
— -
-1 -
—] —
— -
. -
. -
= | | -
. —
e -
. s -
. -

LR L O L L L L L Y (L

-1C00 -52 0 50 100

RANGLE(DESREES)

(BRENNAN, MALLETT AND REED, AP, 9/76)
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GAINIDR)

GRINIDR)

20

=20

-40

-60

-80

20

~20

-0

-60

-80

RECEIVE PATTERN, PULSE 1.

RSN RN RN ET RN NS RN NN
N . 3 Interference Sources o
— ° -
. 8, = 35° P, = 200 o
= 8, =45° »,~ 200 o
] 03-55 P3-200 o
- 5 Near Field Scatterers o
—4 -
= -
. o
- =
-] o
] C
- -
3 o
] p .
-~ —
. s
- [
] o
= —
] -
] -
. L
- -
= o

LIRS L  L IL  BL B A
-100 -50 o S0 10

RNCLE! DEGREES)

(BRENNAN, MALLETT AND REED, AP, 9/76)
RECEIVE PATTERN, PULSE 2.

v Yy b v e e v L g e b
3 3 Interference Sources C
] 91-35' PI-IOO :
~ 8, = 45" P, = 200 n
. 6y=55" P =200 o
] 5 Near Field Scatterers r
] C
: L E
7 A C
] | HIERYS L
] r
: N

LR LN L L L I B L LY B LB
-102 -50 0 €o 100

ANGI EfCESREES)

(BRENNAN, MALLETT AND REED, AP, 9/76)
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ORTHOGONAL |2 ATION @

I"‘- ;Ma. IN, ¢ - I'JK

R THoGoN AL
TRANSFoRMATION

l‘/. l‘/; ;L‘/, T v =" lo)‘,( <= Y, TuvEpnNpENT
e L P :

ORTHoGoNA L

APPLEL BAUM
kooes

s e wen @R e R ——m m e -
- e .. - - o .

NoTE : CouLD VUSe SMI
AFTer okTHoe -

—= ONAL TRAMSForyA-
ATION . TNVER Siond
TRwviac.
[
OR THo¢CoN AL TRANSFoR MATION

T
LT N= NN NG] T (e @)
® = 0RTHOGONAL TRANSFoRMATION MATRIX

IF T T
v= &N Y=Y, % Yk]

A
B N N
@) ’ Ak

_—T—
Al ARE  EICENVALYES OF M., A =Y. %

@ IS Kkxk MATRIX OF EICenVECTOLS OF M.
7P =T = TOuTTY MATRIX.
ofTium  pEIGHTING (See @) .
wo,:' §TV\L
/ T / ’ / ,S"]T
=% 5 5‘=[S.,,i,---,.<
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“TRANSIENT ANALYSIS FoR jTH Loop

dw!

% )
\to —d—t—-;-w(u+c)=,s’£ a
WHERE 6= Kk'6¢ ) (2)
"Wi 146, gt
v *W( ‘9= < (s)
w
o,
/ —t .
W = g, (1-e7 ) | ()
T,= L TH LooP TiME CONSTANT
- To .
T, - = - s
(A l+6‘u |+ k‘é‘/’\“ ( )
ForR k' A >
S
T = (()
sz'A‘:

TRANSIENT ANALYSIS FoR (TH LooP (a,m-)

e——

- To
T“‘: T kte A,
THUS : (
T, < ——
N & 2‘:

THuS
BY SMALLEST 2

TYPICALLY ¢

™)

(¢)

SYSTEM SETTLING TIME “DETERM INED

>\‘: g( Powéﬁ o ZT'Hf (%)
TITNTeK FEKEK
. ~ \
Y 4 TA(., (/o)

PouseR oF

LTH ISTERFERER
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ON REDVC NG SETTLING TIME

e OLLD KiKE ALL LOOPS o
HAVE SETTLING TIME
OBTAINED FOR. $/('(0Mé€ST
TAMME R.

e -TH\S |S ACHIEVED BY US /86

AGC ForR EACH Y so As
To MAKE THEM HAVE (DENTICAL
PowerRs AT OUTPOTS OF AGCs.

THAS IS CALLED A OHITENING

FILTER .
ORTHOGCONALIZATION AND WHITENING
Yo, oo Ing o=ce - Fu
R THoGON AL
TRANSCoRMATION

Y, Y, &' . .- l‘V« <~ Y, TwocmwpenT
¢

Acc [|Ase] ree < WHITENING
LI - 2 PR 1,%., FIiLTER

—————— -— -1

]

f

| ORTHoOGONAL

! AI’PLELDA\JM

: looes

f

[

e mm w—n e - can —m - |-




=z
AGcC (OK WHITENING F(L’((K) oomr(C)

AGC ADTUSTED So THAT :
2%z = ) EXPECTED For ‘M

MAX
D)
TheN
T
T . =T = 2 =
Lt L)Hm 6 )MA\( )

ORTHOGCONALIZATION AND OHITENING @

FOLLOW ©RTHoconAL TRANSFO&RMATION &
C OTH QI TENING TRANSFORMATION ,/L/"
To &ET COMBINED ’(KAMS\:ORMA—’((O'Q @

—I:.§
Y §TN
‘ﬁ-gé N = '}? bJ
THUS |
Z. 2. =
¢ =¢ iy - l | O
Z* 2T = 1 = ToenTTY MATIX |
AR TN A Ahneat | O 7
-A“”_A_Ab T
OPTIMUM U€\6’HT|U6— .
w' - &' - T A

s'= 3§
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GRAM - SCHM m“r ORTHOGONAL|2Z2ATION

]
"
xi —i—‘ (XI Y:\)Ym
Y, = o —— )
1%~ 27

ORTHOGONALIZATION - DHITEN NG PRocCeSS

X=[x1, %, " A LA

J \ ORTHON AL
e THKANSFORMATION

7 - '
: f
S

WHITEN NG z {% 2., "';*K]T

| TRAANS FOLMATION ——

i NG WT

,(

MATCHED
| FILTE &
| W
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GRAM-SCHM\DT ORTHO6ONAL IZATION USING 6
APPLEBAUM - HOVELLS | ooPS

NoT€ THAT THIS HAs
A SYSToLlc ARRAY
ARCHITE CTURE

( s€€ MoNz 1IN0 AMD
MLLER ey )

v
AVAPTED  ANTENNA PATTER AN @

AS _UNADAPTeD PATTERN MINUS
AOX1LIARY PATTERNS (EI6ENVECTR
PATTERNS) AT JAMMER LocATIONS

LEGEND

——— UNADAPTED MAIN BEAM PATTERN
------- AUXILIARY PATTERN (E16€-VECTOR PATTERN)
----- ADAPTIVED PATTELN

0.0 1
r JAMMER LOCATION

~40.0- o

GAIN (DB)

b - ———

—80.0 : — . L
—90.0 —450 0.0 450 90.0

ANGLE FROM BROADSIDE (DEGREES)
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ADVAPTED ANTENNA PA TTean. As UNADAPTED
PATTERN M n0s AUXILIARY PATTERMNS
(EICENVECTO & PATTERNS) AT TJAmmeg

LOCA TIONS

LET
Gu(6) = ADAPTED PATTERN

Go(6) = ONADAPTED PATTERR
THEN .
Cple) = 6, (6) - z(}; d(e)
=\

LHERE
b:(6) = (TH EI6ENVECTOR PATTERAS

(see APPLEBAM , T AP o )

ADAPTIVE ARRAY ANTENNA PATTERNS:
WITH AND WITHOUT JAMMER

= nO = =
6 = 0°, @ = 219, Py/Py = 1250

Amax = 19,00 |

—— ADAPTED
PRI UNADA?TED

eelosselosselocsstoscslocestoseefoncslonesl

SPATIAL DEGREES t
IAAMER. LoCcATIoN

(AFTER GABRIEL, PROC. IEEE, FEB. '76, pp239-272 )
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EICENVECTOR BEAM | &)
(RETRODIRECTIVE BEAM)FOR SINGLE JAMMER

65 = 0% 6 = 21°, py/Py= 1250

= 1000
A max 1gool
,o S e
T e i e UNADAPTED
5 A MAIN DEAM
: PATTE&N
i €16ENVECTOR
H PAT TeRN

POWER IN dB
s '

o s¥e b o v a0 v e ey

-0 -5 o 5 0 15 20 25 0 35 40 4 %0
SPATIAL DEGREES

(AFTGR GABRIEL, PROC. IEEE, FEB. '76, pp239-272)

EICENVECTOR BEANS FoR Two CLoseLy
SPACED  TJAMMERS

—_ [ — o = e
('77/?,.). = |250 ) (Pj/p“)l = 1200
Q= Amax = 1§59, X, = 1057 |
) weerse UNADR?TfD
B “~Gq(8) MAINDEAM
oy 1t e ~ : PATTERN
~ 2E1G: :::i,zﬂ)s? '. - —. — E"-CUVfCTO‘
15 LT PATTeRN #1
; t—h—* El6auVECTOR
-20-5 — I’AT‘mlN #2
* 5 10 15 A 20 4 25 30 35 %0 a5 50

SPATIAL DEGREES

( AFTER GABRIEL , Phoc. T, FeH /74)
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UNADAPTED AND ADAPTED IATEINS FoR. Two cLoseLY &
SPACED JAMMCKS

6, = = = 27°
("r/f’u).f 1250 ,(v,/v..)s 200
A= AmAx = IJ’,S"V‘/, A, = 1057

pemyes | ——— UNADATED
n ; 266 vasse 1067 E PATfém

S S PP ADAP TED
104 PATTERN

POWER IN d8
@

o .
o
eoslossetosaalocaatlons

25+ o
30+ RUTY P S /—
; 44
' 9 75 60 45 30 -5 o 5 30 45 60 75 , 90

SPATIAL DEGREES

(AFter camrieL , PROC. TeEE | FEB %)

LATTCE FULTER FoR ORTHOGONALIZATION ,@
72 £

”

K;(w)= ’E‘_‘h-t Q) Y;.-\(""\-) /E[Y'tl(“'")]
Lila)e - EL#-i) Hua ()] L4260

nz nth tme SQ«,/C.

(McWhirte etel, T€E fRoc. , Pr.F, z//))

-86-



SYSToLIC ADPAPTIVE ARRAY TAMMER NuLline

vl
X, \A
* xn xu 'l
. Xy Xy LI 1
Xy « Xn Xiy ‘ l
xll x!l l 1 1
X" 1 1 1 ‘
[}
A 8 0
ir;tk)
H 2
¢ =) etk) = flxweyl -
s xwe oy xwe gty ¢ s
wo=2 i xwentyl
Complex gradient, 60 , 1s zero when
Mxweaty F-
RESIDUAL
FIGURE 1 : The Least Squares Solution
| Figure 1. Systolic array for recursive

(a) BOUNDARY CELL (b)
If xyq = O then
X n (c « T; s+ 0 x
¥ Yout * Yyn) otherwise n
(r' « (82r2 + xg "
cs) S Br/r'i s xqp/r' (cs) r
< r < l"; Yout - C Yin) -
3 out
X out
(¢) FINAL CELL
Yin X in
Xout © Yin X4in
Xout
Figure 2. Cells required for the basic

Givens rotation algorithm:g
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INTERNAL CELL

(C.S)

least-squares minimizationdt

Xout * € X4 - 8 8r

r+s x4, +c 8r

(* waed €T Ly
Tcassp-4x)
(3 MewHieTeR,
JPTE Voa. ?’3l)
1143)



S/T. LOSS (dB)

WORDLENGTH DEPENDENIE ON AL GoRITHM,

10 % rz\ T T T T @
8 _\ ' PowER MéTHOD_J -
| \ ( cHoLEskY)
I l
6| ‘ \ -
VOLTAGE METHODS .
oL | p HOUSEHOLDER \
\‘/( GRAM-SCHMIDT \
,L | \:/lesws E \ i
.‘ \
0 S~ ! | LN

18 20 22 24 26

_WORDLENGTH (RADER AND STEINHARDT,
Tece AsSSP-34, 2/8¢)

PERFORMANCE OF YoLTAGE (Givens)

U _:-:_‘
VERSUS Powgk (SMT) METHODS
[02e,
3 ~ N=8
3 JAMMERS AT 008

K DESIRED SIGNAL AT -35D8

+ THERMAL NOISE FLOOR

o VOLTAGE AT -50D8

+ ME TroD

A
To]
|/
=

g-

PosER, —
®1| M™ETHop

0 20 30 40 % 6 1 8 % 10
NO, OF DATA SAMPLES
( WARY T AL
lecc AP-3¢ 3/86)
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/03
WIPROW MINIMUM MEAN SQUARE ERROR. (M SE)

ADATTWE A KKAY

VAMMC& [A

(&’l 8, TARCET
ANTENND A
ARR AY
W, _—————
K
2
sé) -
€ ——4$—_, ERROR SICNAL é(t)
REFERENCE
SI6-NAL

€@)= sk)-WTN
OPTIMUM WEIGHT W IS oNE THAT MiNiMizeS |ER))
OHICH \$ ] % )

Wopr = M My, (a)(weuue&- HOoPF EaQ.

- —7T N MATRIX FORM,
m~&=[&],s(£—)’u,_ﬁé)’.--- N.(f*(f)] o) THIS 1S WEINER SoL.

@

RELATIONSHIP OF MIN. MSE To MAX. STR SoLvuTioN

N = sk 5§+ New + T a)
T
WHeLE N, = [um, Nrua, -, uﬂ,,‘] 2)
Noiyi= THERMAL Nois€ AT (TH ELEMENT

= [JI)TL,"“'}TK] )
J;= INTERFERENCE AT (Th ELEMEeNT

g= NoRMAL 2ED RECEIVED SI4UAL Flom
PKecTion B

. . .17
S: {l %Js) W‘Zf,...)wé(n—bﬁ] «¢)

$= m‘om#, , d= SPACING BeTwern ARRAY
ELEMENTS
THeN PR
mys= P S WHeRE  Py= SE)SE) = AV. Si6. PowER
AND o * |
Wiase = s M 1§ 7 [(5) WwmeH 1s MAx. SIR SoL.
see @D.
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TPERIVATION ©oF MIN. Msg SoLoTroN @

ASSOME REAL VARIABLES FoR SIMPLICITY. THEN :

€)= s@) - W'N )

€)= ste) —2s@EWTN + W'N) @)
%
= P AW M, + WINW  (3)

éKAVleuT OF €%*k) = VWI_Z’] IS &wvenN BY

x

A= - 2my + 2MW )

SETTNG Yirlel=0 T soLve Fox M. €T YieLDs

MW = M <)

OR ‘—w‘zM"mN,\ (¢) QED.

MSE

____-—___’— ——
—_— _ T _ T T - T
*ote : (WTN) = (WIR)(WTW)'= WINNTW = Wikw
¥ y.fs)- 3% % Y WHERE @,,... 0, ARE IMmT DASS VECRAS
w() T 7R I T A Sl g Wil 2 of ve'c"?.,’a“'v\?'. e

LEAST MEAN SQUAKE (1ms) sTeepesT
DESCENT  ALGORITHM

25

(-6 ‘5:767'

Weight, w,

50— L

-25 5.0

Weight, w,

\W}'H = W tH € N@l )

WHEeRE ’\,\ra = ',"m TITERATION ESTIMATE OF W.
N')= }‘TH TIME SAMPLE OF N,
4 > #
éJ' = s@)- W N}'
M = A Xonrr. ’;HAT PETELMINES ONVERLENE RATE.
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ANALOG REALIZATION OF LMs ALéo.errHM

w;+|=W; + M é}N(l)

Wéu :wi' 4.
At - @ GJ N (ﬂ (I” ComPLEX NoTA-‘((ou)
AW (*)
—7;- = a é(é) N?t’)

¢
W)= a j é(t—)/\l*[t-) d¢ + w’@)

o

TN) o0 o o T'Jk

i
!
|
f ste)
B S b .
= 33}—»6@
L—> AKKAY 00 TPOT

PECWATION OF HNewTon ALGORITHM

T eer | o

THIS CAN PBE ORVTTEN AS

\i's G + W=W) MW= )J (2

WHERE W, = Wopr = Wiee (s)
o

|5 = St VAV ] e

Wuegr€ V= W-W, €2
‘y,', = 2mV = 2M(W-W,) &)

w-W, = ;,_"M"vvél (7)

‘ W= Wi + %M"va? l (f\
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FuLLY ADAPTWE ARRAY AS MULTI-LoOP SLC (Mch’

Fok FoLlY ADAPTWE AKRRAY

W, = Mot s F Q) (SEE@)
Fok MSLC

* T
g'=[1,0,0,---,0] () G @)
REWRITE (1) AS

mw, = §° 6)

W

LeT P, ;p" . R '

M = --t - - o - “’0 =y -=-

p o W | e @)

) . al )
WK

WHERE W,z WEIGHT o MAIN cuAuueL WHICH wAS

WITHOUT LoS$S OF GEMNERALITY ST AT "y
\'Jq,-wélH—(TS

Fok  AUXIL (ARY AVTEWNAS (S€tD)
THed (9 PeEcomMES

FULLY ADAPTWE AKRAY AS

- MSLC (ConT))

o+ W, =) (¢)

(7)

)
0

¢+ MW,

IR \W;orT = M: P @)
)

(1)

Ne N,

Z
)]

SIGNAL +INTERFENCE RECEINED IN MAIN CHANNEL
N; - " .o L

¢ TH AOXI(LIARY.
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METHODS VoR ESTIMATING W, FoR MsLc

SAME AS FoR
FoLLY
ADAPTIVE

ARRAY
Sz-:f@

GRAM-SCHMIDT TMPLEMENTATiON :
OF TWOo AUXILIARY SLC

Ay A

v MAIN

CHANNEL

Ve
XM

X3 X2
S1 S12
‘—"J (wn) —W (w12)

T

[T
:

POWER $22
EQUALIZER (w22)
USEFUL
v OUTPUT
X1 Y1 v(t)

( FRom BuccIAELLL €T AL RADAK-F2 )
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MSLC USING~ ONE —STEP @
| KALMAN PRepICTOR

P4

iy

(G Tf‘k-ﬂ YY Y 3N r1500 k="P(0)

——y

K(k) fo—o?

W0 | Wy(k) W09 l
W(k+) ‘(ﬁ
\}/ |
X

v.t
L ) W
€(k)

( AFTER KRUKER , T€€ PRoc. PL.F, -1/4’3)

KALMAN UPVAT€ EQUATIONS For WEIGHTS @

\ W) = W(k-1) K(u)[Y(k)— H(k) W(u-.)]

—

WHELE
K (k) = P(k)k-\) H*(qu‘tk)‘P(k,k-l)H*(k) +6"':_I"
Plices, W = (11 10) [(I—k(k) HT(k))P(k,k—I))X§T(k+I’ L)

P (k+1,k) = NXN TRANSITION M ATA (%
(ASSUMED =1 = IDenT\TY MATAIX For. (113) )

L_ —
0y = VARIANCE O©OF oBSERVATion ModEL Noise
(k) , se& (Lp).

(see K&V KER  T€€ Poc. pt.F, 1/!3)
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INTERFERENCE

MOoYELED AS @

ALL TPoLE FILTER DPAWEN BY

WH\Te NDoOISE N-element SLC 2
as prediction error
filter
all-pole model
war ~———™
1

2 /

|
[ |
| | observation: I
: | RG] l
’ |
: : M=E(H'H") : i
I : R=E(l:'y)) L S -
| ’ y "-‘) € (K=y (-RGIH ()
Lo AN H:(: ] € =y
y(-N th, E (i) €*(k))=6;, 02
Y for Rz(Xit:‘z'ﬁ"?R B ’

dynamic model of
filter weights

TRANSIENT ResPonNse oF

ONE-STePr KALMAN MSLC

€ R.max*20.5dB
]
[ 3
X}
— b C
5
a K1dB) iterations
30 l SR mas26.5 48
2 |
o
°
x 1
(3]
| N "
10 "101dB) 20 30
iterations

® Ll

| Cpmincs

L ] ' "
10 20 Id@) 30 40
- € iterations

1(1dB) = required ber of i

@ One-element SLC
Single interference (a = 90°)
JNR =40dB
Bffo = 10% (relative BW)
Rectangular bandpass shape
b Three-element SLC
Three interference directions (a, = 90°, a, = 60°, a, = 30°)
INR = 40 dB per interference direction
¢ Six-element SLC
Three interference directions (a, = 90°,@, =60, a, = 30°)

(FRom WRUKER , IEE fProc. Pt.F , 2/f3)
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NUMBER oF B1TS ReauirReD Por (20
WEIGHTS oF L/ MsLC v

' ( WORST CASE ERRORS )
20 , e ——

rd

b

&

/

OPTIMUM

IMPROVEMENT P

FACTOR -1 -

16 ,,1’

/A
-
-
-
-
PR
r//
>
- -
‘ ~
= QOJB -
. -
4 PR
e
// 7
- g
1~
4
. .
5 -
-
-
. _-
- _- /
g -
/ -
P
9t =4odg ST

L
- —_— 3 A
_ dB DEGRADATION

\

-

e

s

///
g

~
~

P 4

REQUIKE D
11}
'S
S
RN

rd
e
”~
.
r
7
~
e

- | 4B DEGRADATION

No. 0o BI\TS
\

i 1 i
1 2 ] [ [T.] 32 649

NO. OF ADAPTABLE ELEMENTS

NIT2BERG-,TeEE AES 5[76

NUMBER OF DTS REQUIRED P‘of&@

WEIEHTs ©oF L /msuc d
Optimum Adaptive Rejection = 37. 4 dB
12 Auxiliary Elements; 24 Vector Measurements
Adaptive Rejection - dB
No. Quantization Worst Case Mean Square
Bits Simulation Computation Computation
Infinite 34.5 37. 4 -
15 34.5 37.4 -
13 34.4 37.3 -
11 34.3 36.0 -
9 31.3 28.9 -
7 23.2 17.5 25.3
5 10.9 5.5 13.3
3 -1.0 6.5 1.3

(NIT2BERE , TEEE ATS  5/76)
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STRUT SUPPORTED MULTIPLE-BEAM ANTENN" MBA)

SEVEN BEAMS OFF REFLECTOR;
83=5.75°, f_=1550 MHz, D/A =10.7

MAYHAN, LINCOLN LAB.
REPORT 1978-1
FEB. 17, 1978

125
STRUT SUPPORTED MULTIPLE BEAM ANTENNA

WITH GROUND PLANE FOR ISOLATION

P202-8952

MAYHAN, LINCOLN LAB,
REPORT 1978-1
FEB. 17, 1978
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MBA AVERAGE CANCELLATION AS A FUNCTION OF BANDWIDTH

EARTH COVERAGE (FROM SYNCHRONOUS ALTITUDE)
ONE JAMMER (AZ = 4°, EL =2°)
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POWER OF INTERFERERS FOR ADAPTIVE ARRAY SYSTEM

NOTE: Si ALSO JTH EIGENVALUE OF M, THE

COVARIANCE MATRIX OF INTERFERENCE
FOR N ELEMENT ADAPTIVE ARRAY

h OUTPUT POWER DUE .

TO INTERFERING SOURCES

AT ZERO BANDWIDTH (SEPARATED
BY > HALF-POWER BEAMWIDTH)

[
—pi 0 0 o

S >>8 4
S+ ; OUTPUT POWER DUE
: TO CHANNEL FREQUENCY
. DISPERSION FOR NON-ZERO
S,.. BANDWIDTH INTERFERERS
SJ+L>>SJ*L4‘1
SJ +L+1
o OUTPUT POWER
L CORRESPONDING
A TO CHANNEL THERMAL
Sy NOISE

MAYHAN, LINCOLN LAB.
REPORT 1978-1
. FEB. 17, 1978

K
Q,, - zwﬁ Y-k
k=1

Fig. 3—Array aperture linear prediction spatial filter model
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ARRAY ELEMENTS

X  DESIRED
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Fig. 4—Typical adaptive array sidelobe canceller configuration  ---
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Fig. 12—Universal approximate resolution limit
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narrowband, no array errors, A/2 element spacing,
linear array, Gaussian receiver noise.
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SHIPPoRAD UHF

OLTAA low SIDELORE AN TEANMA

( caqrison €7 Ab., Lin. LAY 7.,
Sosmmie "‘90

Azimuth Scan: Mechanical

Elevation Scan: Electronic

T
Pencil Beam . R:‘;g;‘s
16.4 ft x 32.8 ft (Sm x 10m) Aperture

Digital Processor

® Digital Adaptive Beamtorming
® Signal and Data Processing
® Solid State

Fig. 2—Radar configuration.

Carison et al., Lincoln Lab. J
Summer, ‘90
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Fig. 8—Azimuth pattern for 14-row array averaged over 410 to 460 MHz.

Carison et al., Lincoln Lab. J.,
Summer ‘90
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Fig. 18—Experimentally measured elevation pattern forthe
four-row array antenna at 445 MHz. Note that a null depth

of —68 dB was obtained.
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Proceedings Letters

This section is intended primarily for rapid dissemination of brief
reports on new research results within the scope of the IEEE
members. Contributions are reviewed immediately, and acceptance
is determined by timeliness and importance of the subject, and
brevity and clarity of the presentation. Research letters must con-
tain a clear concise statement of the problem studied, identify new
results, and make evident their utility, importance, or relevance to
electrical engineering and science. Key references to related litera-
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PROCEEDINGS OF THE |EEE, 345 East 47th Street, New York, NY
10017-2394. The length should be limited to five double-spaced
typewritten pages, counting each illustration (whether labeled as a
figure or part of a figure) as a half page. An abstract of 50 words or
less and the original figures should be included. Instructions cover-
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aration of figures are found in “Information for IEEE Authors,”
available on request from the IEEE Publishing Services Department.
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After a letter has been accepted, the author’s company or institu-
tion will be requested to pay a voluntary charge of $110 per printed
page, calculated to the nearest whole page and with a $110 mini-
mum to cover part of the cost of publication.

Adaptive—Adaptive Array Processing
ELI BROOKNER AND JAMES M. HOWELL

A technique is described which provides the jammer cancellation
advantages of a fully adaptive array without its many disadvantages
such as an excessively large number of computations, poor side-
lobes in the directions other than the jammer locations, and poor
transient response. This is done at the expense of the hardware
complexity. The technique involves transforming a large array of N
elements into an equivalent small array of J + 1 elements, where J
is the number of jammers present. The technique involves estimat-
ing the number and locations of the jammers by a discrete Fourier
transform of the array element outputs or by the use of standard
maximum entropy methods (MEM) or by other super-resolution
techniques. Once the number and locations of the jammers have
been determined, beams are formed in the direction of the jammers
using the whole array. The outputs of these jammer beams together
with the output of the main signal beam from the transformed array
now consist of | + 1 ports instead of N ports. The standard sample
matrix inversion (SMI) or the Applebaum algorithm can be applied
to the J+ 1 ports of the equivalent adaptive-adaptive array.
Whereas N may be very large, like 10000 for large arrays, ] + 1 for

Manuscript received January 3, 1985; revised April 15, 1985.
The authors are with the Raytheon Company, Wayland, MA 01778.

the equivalent array could be very small. For example, if there are
only 10 jammers then ) + 1 becomes 11. The total of multiplies
needed to do the adaptive array processing reduces from some-
thing of the order of 2N’ = 2 (10000%) = 2% 10 to about 10° a
reduction in the computation complexity by seven orders of magni-
tude. In addition, the settling time for the adaptive-adaptive array
is much faster. For the above example, the settling time for the full
array is about 20000 samples, whereas for the adaptive-adaptive
array it is only 22 time samples, for an improvement of three orders
of magnitude.

SUMMARY

A technique is described for adaptive array processing which
eliminates the complex computation problem (see Table 1) of a
large fully adaptive array while at the same time provides the same
optimum performance as obtained for the fully adaptive array in [1].
The technique also has the advantage of not significantly degradiing
the antenna sidelobe levels at angles where the jammers are not
present; see Fig. 1. This feature is important in the presence of
intermittent short pulse interference coming through the radar
sidelobes and for ground radars which have clutter in the sidelobes

00

) § —400
-800 v r L1
-900  -450 00 450 900
ANGLE FROM BROADSIDE (DEGREES)
00,
(b) § -400
~80.0: y r . +
-900  —450 00 450 9.0
ANGLE FROM BROADSIDE (DEGREES)
00
(9} § —400
-800 T v ——1
-900  —450 00 450 %00
ANGLE FROM BROADSIDE (DEGREES)

Fig. 1. Sixteen-element array having 40-dB antenna sidelobes
(Chebyshev weighting). Jammer at 20° (peak of second sidelobe).
(a) Unadapted antenna pattern. (b) Antenna pattern for fully
adaptive array (SMI algorithm). M = 2N =32 (M equals the num-
ber of time samples used to estimate the adaptive antenna
weights). For the fully adaptive array, not only is there a degrada-
tion of the antenna sidelobes, there is also a degradation in the
antenna main lobe peak gain. The peak gain degradation was
found to be as much as 5 dB in the simulation carried out.
(c) Antenna pattern for adaptive-adaptive array processing.
M=2(J+1)=4.

0018-9219,/86 /0400-0602$01.00 ©1986 IEEE
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Table 1. Comparison of Computations Required (Assumption: / = number of jammers = 10.)

Complex Multiplies

Jammer Number of to Form Array Transient Time
Type Array Cancellation Complex Multiples Output per Signal  (Units of Signal
Antenna Technique to Calculate Weights Time Sample® Time Samples)
One-Dimensional Fully Adaptive 2N} =2 x 10° N=10% 2N = 200
(N Elements Adaptive— 20+ 1) + 7NF =104 J+1=1 20+1)=22
= 100) Adaptive =10
(Improvement) 200 10 ~10
Square Two-Dimensional Fully Adaptive 2N =2 x 10" N =10* 2N =2 x 10*
(N Elements Adaptive- 2(J + 1) + Nlog, m’“ J+1=1 20+ 1) =22
=10% Adaptive =7 x10*=10° =10
(Improvement) ~2x107 10° ~10°

*Does not include computations of column three.

*Second term assumes MEM algorithm used to locate jammer. This term drops out if jammers located
using search beam. For this case number of multiplies = 2(J + 1) = 2 x 10° and improvement becomes

~ 10°.

**Second term assumes fast Fourier transform (FFT) algorithm used to locate jammer. Term drops out if
jammer located using search beam (or beams). In this case number of multiplies = 2(J + 1)> = 2 x 10 and

improvement becomes ~ 10°.

and the mainlobe. The adaptive-adaptive array also has the ad-
vantage of a much faster settling time; see Table 1.

The technique uses a two-step process. First the number of
interfering jammers and their locations are estimated by such
techniques as a spatial discrete Fourier transform of the array
outputs (digitally or by use of a Butler matrix or Rotman lens), by
maximum entropy method spectral estimation techniques (2], [3], or
just by a search in angle with an auxiliary beam. Once the number
of jammers and their locations have been determined, auxiliary
beams are formed pointing at these jammers, with one beam being
pointed at each jammer; see Fig. 2. These beams are formed using

o
TARGET g
,ro-o.J
MAN
---------- /m'
1 ]2 N
S5 mfn?’ mr—-? [ 72 Sp—
- ! m(mr
L= 1 =17 =7 [=1¢%
e
= ARRAY
: ouTPUT
MAN AUXILIARY AUXILIARY AUXILIARY
BEAM BEAM BEAM BEAM
POINTING POINTING POINTING
AT JAMMER AT JAMMER AT JAMMER
NUMBER 1 NUMBER 2 NUMBER J

Fig. 2. Adaptive-adaptive array configuration. N-element array
is reduced to J+1 element array where / is equal to the number
of jammers.

the whole array. They are formed using beam-forming networks
parallel to the main signal beam network. The number of beams
formed is equal to the number of jammers. These beams could be
formed using amplitude weighting to achieve low sidelobe levels if
desirable. The outputs of the auxiliary jammer beam ports together
with the main signal beam port form the adaptive-adaptive trans-
formed array. The number of degrees of freedom in this trans-
formed array is reduced from N, the number of elements in the
original array, to one plus the number of jammers J. Thus for the
adaptive-adaptive array a (J + 1) (J + 1) matrix has to be inverted
instead of an N X N matrix. Furthermore, the conversion time for
the adaptive—adaptive array is much faster than for the full array.
For the SMI algorithm, the number of time samples needed to form
the weights is equal to two times the number of degrees of
freedom in order to obtain cancellation within 3 dB of the optimum
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[4]. Thus for the adaptive-adaptive array 2(J + 1) time samples are
needed instead of the 2N required for the full array; see Table 1.

It is useful to physically understand why the adaptive—adaptive
array does not degrade the antenna sidelobes. The adaptive-adap-
tive array subtracts one auxiliary beam pointed at the jammer and
containing the jammer signal from the main signal charnel beam as
illustrated in Fig. 3. The gain of the auxiliary beam in the direction

-804 x r —1
-%00 450 00 ' 40 900

ANGLE FROM BROADSIDE (DEGREES)
Fig. 3. Main unadapted array pattern, the auxiliary jammer beam
pointed at the jammer that is subtracted from the main beam at
the jammer location, and the resultant adaptive-adaptive pat-
tern.

of the jammer is made to equal the gain of the main channel beam
sidelobe in the direction of the jammer. As a result, the subtraction
produces a null at the angle of the jammer in the main channel
sidelobe. It is apparent from Fig. 3 that the auxiliary antenna pattern
subtraction does not significantly degrade the main antenna beam
sidelobe levels. For the fully adaptive array, N retrodirective beams
are formed based on the eigenvalues and eigenvectors of the fully
adaptive array covariance matrix [5]). Because of the presence of
thermal noise in the array elements the estimates of the covariance
matrix of the fully adaptive array and, in turn, the retrodirective
beams are poor for M = 2N. Instead of forming only one retrodi-
rective beam as desired when one jammer is present, N retrodirec-
tive beams are formed for the fully adaptive array. The N — 1
retrodirective beams for which there are no jammers are the ones
which degrade the antenna sidelobe levels at the angles where no
jammers exist. It is found that even if 3000 time samples are used,
the sidelobe levels are still severely degraded for the fully adaptive
array system although considerably improved. The adaptive-adap-
tive array technique first determines what jammers are present
which will degrade the system performance. Once the locations of
these jammers are determined the array adapts to the situation by
only placing retrodirective beams at these angles. Consequently,
the beams at other angles where there are no jammers are not
formed and do not, as a result, degrade the antenna sidelobes at
these angles.

A number of variations are possible on the above adaptive-adap-
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tive array system. First, the MOSAR method of [6] can be used to
locate the jammer positions based on a single time sample. Second,
it is not necessary to use the whole array to locate the jammers.
Third, if the jammers can be located so as to come through the
backlobes, then an auxiliary array (or arrays) is needed which covers
the backlobes or whatever angles are not covered by the main
array. Finally, it is possible to use only one parallel beam-forming
network instead of J with this beam-forming network being time
multiplexed 5o as to produce the J beams pointed at the J jammers
and in this way reduce the hardware complexity of the adaptive-
adaptive array processor.

The physical explanation given above together with Fig. 3 helps
in understanding the performance of the adaptive—adaptive al-
gorithm for nonperfect conditions and leads to the following in-
sights. Even if the jammer location is in error by plus and minus a
half beamwidth, jammer cancellation results similar to those in Fig.
1(0) will still be obtained. There will only be a degradation of the
sidelobe to the right or left of the null by about 3 dB. Furthermore,
if the cancelor weights calculated using the SMI (or some other
adaptive algorithm) is inexact, the null depth will be degraded but
it is apparent from Fig. 3 that the sidelobe level will be unaffected
except for a small amount for the sidelobes just to the right and left
of the null. Increasing M for the SMI computation will increase the
null depth. If a jammer is not detected than it will not be canceled
out. This, however, will tend to occur only if the jammer is weak, a
case not of as much concern because the jammer will then only
cause a small degradation in signal-to-interference ratio. If a jammer
is estimated to be present when in fact it is not, the system will
incur very little degradation in signal-to-interference ratio and in
antenna sidelcbe level because the SMI weights for the channel
pointing in the direction where no jammer actually exists will be
very low, the weight being established by the correlation between
the noise in the main channel and the noise in the auxiliary channel
pointing at no jammer with these noises being independent so that
the correlation on the average is zero. If there are a large number of
jammers then there can be antenna sidelobe level degradation if
the auxiliary jammer beams have sidelobe levels that are not low
enough. If J jammers are present then, in order to avoid sidelobe
level degradation in the main channel, the auxiliary channel an-
tenna sidelobe levels should be greater than 10 (logyo /) decibels
down, a condition that can generally be met.
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ARP. C

THE UBIQUITOUS ORTHORNOMAL
TRANSFORMATION — IN SIDELOBE CANCELLING,
ADAPTIVE ARRAYS, AND TRACKING

Abstract

Orthonormal transformations provide a powerful method for
solving the sidelobe cancellation problem and the least squares
tracking filter problem. A simple tutorial is given on the appli-
cation of these transformations to these two vastly different
physical problems showing how very much they are mathemat-
ically similar. Covered are the classical and modified Gram-
Schmidt orthonormal transformations including how they are
related to each other, to geometric projection theory and to co-
ordinate transformations theory. Also covered is the relation-
ship of these transformations to the Gauss elimination method,
the use of a systolic implementation of the Givens transforma-
tion and the relationship to Gauss' original least-squares estima-
tion work.

Sidelobe Cancelling Problem

Figure 1-1 shows the sidelobe cancelling problem. For sim-
plicity we will consider the case of two auxiliary antennas

(m = 2) and three time samples (s = 3). It is simple to extend
the results to the general case. In matrix form the output of the
sidelobe canceller is given by

1)

£ $17 [V V2 [Wl}
& |=|32]|-| Vo V22 |LW2 (1-b
g 3 Lvaiva
or
E=S-VW (1-la)
where
€ S Vi Vv
1 1 11 V12 Wy
E= € S=[s$2| V=] Va1 Va2 W:[wz] (1-1b)
& $3 V3l V32

We want to find weights w; and w, that minimize the interfer-
ence signal at the output of the canceller. This is achieved by

minimizing the sum of the squares of the canceller output sig-
nals, i.e., by minimizing

(1-2)

This minimization gives us the least-squares solution. Let us
view the columns of the matrices of E, S and V as vectors in
3-dimensional orthonormal X. y, z space. In this space s is the
"x" coordinate of the vector S, s; the y coordinate, and s3 the z
coordinate. The first and second columns of V form the vec-

tors vy and v, given by
_ T
vi=[vir va1 va1] (1-3a)
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vi=[viz vi2 vaa]" (1-3b)
where the superscript "T" stands for matrix transpose. Figure
1-2 illustrates this 3-dimensional space. The optimum weight
matrix W is that which causes the magnitude of the vector E to
be minimum. Equivalently, it is that W which causes the Eu-
clidean norm squared of E to be minimum. The Euclidian
squared of E is given by

2_ 2 AT T
HEI -en—E E=(S-VW)1 (S§-VW) (1-4)

=S - VWIP

From simple geometry we know that IEI? is minimized when
the vector E is perpendicular to the 2-dimensional plane de-
termined by the column vectors vy and v5 of V. When E is
perpendicular to the plane V,, the vector VW (which is the
weighted sum of v and v;,) becomes the projection of S onto
the V,, plane. We now show how to determine this projection
and in effect the optimum weight vector.

Ve Va2 Vem S,

. ] . °

. . . .

. ] 3 .

. ] . °

. L) ] °

Va Va2 Vam 8,

Vi Vi Vim s,

AUXILIARY
ANTENNAS LI ) ; ; MAIN ANTENNA
A=VW
S
E=S-VW

DESIRE TO MINIMIZE ||E|| DAD92-94

Figure 1-1. Sidelobe Canceller (SLC)

2)  Projection Theory and Orthonormal Transtormation

Assume we had two orthonormal unit vectors q; and g in the
plane Vj, as indicated in Figure 2-1. The projection of S is
simply obtained by projecting S onto q; and q; and then
adding these projections. The magnitude of the projection of a
vector S onto the unit vector ¢; is given by the dot product of

these vectors. Designate this magnitude as s{ . Then

s{=q[S fori=1and?2 2D
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S-VW=zE

ALl
COLUMN 1 - | ¥2'| = v,
V31

COLUMN 2 =

ORIGINAL
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x, y, ZSPACE

DA0992-95

Figure 1-2. Three-Dimensional Space of Data Vectors (after Strang [20])

Hence the vector component of S along q; is
pi=siai=(d[S) 4 2-2)
Then the projection of S onto V, is given by
Py =51Q) + %242
= (4fS) a1 + (a28)a2 2-3)
This projection vector gives the optimum VW so we replace W
by W* to indicate that W is the optimum in that it minimizes
(1-2) or equivalently (1-4).
Note that by picking a unit vector g3 perpendicular to both g,

and g» we form a new orthogonal 3-dimensional coordinate
system different from the original x, y, z system; see Figure 2-

1. Note that s{ and s3 represent respectively the q; and g>
coordinates of S in this new coordinate system. Let s3 be the
third coordinate of S. It is given by

i=4qis (2-4)

Let the vector S when represented in the ¢y, ¢», g3 coordinate
system be called S”. Then

s'=[s{ % s3]" (2-5)
and from (2-1) and (2-4) we see that
§'=QTs (2-6)

where

Q"=[a w a3]" (2-61)
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Figure 2-1. Projection onto Vp Plane
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In the original x, y, z coordinate system the unit vectors along
X, y, Z are designated as i, j, k and represented in matrix form
by

k=|0 (2-7)
1

In the original coordinate system

T .
4 = [4ni 42 43i] =123 (2-8)

From (2-6) we see that premultiplying the vector S by QT
transforms S from a vector expressed in the x, y, z coordinate
system to the qy, qp, q3 coordinate system. This is true for any
vector.

For convenience replace QT by the matrix F, ie., let

F=QT (2-9)
Then

S'=FS
Because the ¢; are orthonormal vectors it follows that

FTF=FFT =1 (2-11)

and

FT=F"! (2-12)
A matrix satisfying (2-11) and (2-12) is called an orthonormal
transformation matrix.

It now remains to show how we select the orthonormal unit
vectors () and ¢ and in tum q3.

3)  On Finding A New Orthonormal Coordinate System -

Classical Gram-Schmidt (CGS) Orthogonalization

How do we pick q;. 4>. q3? We pick the unit vector g to lie
along v and then pick q; to be perpendicular to q; but in the
plane V. The unit vector g3 is finally picked to be orthogonal
to qp and q». This procedure amounts to a Gram-Schmidt or-
thogonalization of the augmented matrix V,, obtained by
adding the column vector S to V. Thus

V0=[vl vy V3] (3-1)

where v is the column vector . Carrying out a Gram-
Schmidt orthogonalization of the column vectors of V, to pro-

duce the column vectors q1, g3, q3 and then normalizing these
vectors to unity produces the desired unitary orthogonal
vectors qy, qp, q3 for the columns. We shall now carry out this
orthogonalization.

First we pick q{ to equal v, i.e.,

q1 = vy 3-2)
Next qj is picked perpendicular to qj, but in the Vp plane, by
setting it equal to vy minus its component parallel to v, the
latter being the projection of v, onto ¢, which in tum is qj

normalized to unity. Thus

Q3 =v2-r1{24j (3-3)



where
na=-,7; (3-4)

Finally g3 is picked to equal v3 minus its components parallel
toqq and @3, i.e.,

43=v3-T(3q] 133 Q) (3-5)
where
T
, _91°V3
3= (3-6)
iTa
/T
ry= 2.V (3-7)
BT @

The desired unitary vectors qj. 4. 4z are obtained from q1, 4.
g3 by nomalizing. Thus ‘

qi = q}/ign (3-8)

Having obtained q |, 47, q3 gives the matrix Q and in turn the
orthonormal matrix F; see (2-9).

From the above expressions for gj it follows that

vy = qi (3-9a)
vy = r ,2 qi + qi (3-9b)
v3=1{3q]+133 43 +q3 (3-9¢)

It readily follows that in terms of q, g, q3 (3-9ato 3-Y¢)
become

vi=u;q+0- g +0- g3 (3-10a)

vay=upqrtung +0- q (3-10b)

vi=u(3qr+u3 o +U33qy (3-10¢)
where

ujj = ligj Il for i<j (3-10d)

u = ligy I (3-10e)

Physically the values of uj; are the amplitudes of the unit vec-
tors qy, 92, q3 into which v; is composed in the new coordinate
system.

We will now apply F to the vectors of (1-1) and in so doing
transform (1-1) into a simpler set of equations from which the
optimum weight vector W* can easily be obtained. In Section
2 we pointed out that applying the orthonormal transformation
F to any vector S in the X, y, z coordinate system gives us S ex-
pressed in the qy, g2, q3 coordinate system. From (3-10ato
10d) we see that v, v and v3 expressed in the ¢, qp, q3 space
are given by

uj) up2 u3
Fvy=| 0 | Fvp=|up| Fvy=|uy3 (3-11)
0 0 ui33

But vy = S, hence we also have from (2-10)

si
Fvi=FS=5"=|s} (3-12)
s3 '
so that s] = u;3. Let
31
FE=E'=|¢; (3-13)
&

Applying F to (1-1) and using (3-11 to -13), yields

a3t si upy upp [Wl]

g |=[s5|-] 0 uxn |tw2 (3-14)
€3 $3 0 0

Writing this out yields

gi: U W - uppwy Si (3-15a)

g5= 0 = upwy + s5  (3-15b)
g= 0 - 0 + s3 (3-15¢)

The optimum W is obtained when IlEll is minimized in (1-1a).
We now show that this is equivalent to minimizing the trans-
formed E, i.e., E” = FE because, as expected, the Euclidean

norm of E is not changed by the transformation F. From (1-4)
and (2-11)

IIE’ll = IFE!? = (FE)TFE = EFTFE = IIEl (3-16)

as we desired to show. Hence minimizing IEII? is equivalent
to minimizing IIE’IIZ given by

IEN? = g2+ €52 + €52 (3-17)
But €32 is equal to s which is dependent on the S and is not

variable, i.e., it is a constant. Thus only €] and €5 are at our
control and the optimum W is obtained by minimizing .

12, a2
: g1 +8°

Only the top two equations of (3-15), (3-15a) and (3-15b), con-
tain €] and €3 and enter into the determination of W. Because
we now have only two equations with only two unknowns w;

and w,, to solve for, €] and €3 can be forced to be zero. When
doing this we get

sp=upwi+ upwi (3-18a)

sy = uz.gw’z" (3-18b)
where we have replaced w, and w; by their least-squares esti-
mate values w} and wj , because the solution of (3-18a and 3-
18b) gives us our desired least-squares solution. Since (3-18a
and 3-18b) consists of two equations with only two unknowns
it can be solved easily for w§ and wj . This is in contrast to
(1-1) which is overdeterministic; it consisting of two un-
knowns, w| and w, and three equations. What we want to call
attention to is that (3-18a and 3-18b) are in the very convenient
Gauss elimination form. The bottom equation only contains
the unknown wj , the next upper equation, the top one in this



case, w§ and wf . Hence we solve the bottom equation easily
for w and then use the next upper equation to find w{ .
Although the above Gauss elimination form was obtained for
the case where we had only two auxiliary antennas (m=2) with
weights w and w; to determine, the Gauss elimination form
is obtained for the general case where we have m auxiliaries
and obtain m equations for (3-18). Having (3-18) in the Gauss
elimination form in the general case avoids the need to do a
matrix inversion to solve for W*.

Equations (3-18a and 3-18b) in matrix form becomes

(Sp=Uw=* (3-19)
where
s wi
S| = W= (3-20)
$5 | w3
and U is the upper triangular matrix
(U up2
] = -
U=l o Uz ] (3-21

If (3-19) were not in the Gauss elimination form, it would be
solved by multiplying both sides by the inverse of U to obtain

w* = UL(S]) (3-22)
It is no accident that (3-18) is in the Gauss elimination form.
This results directly from the application of the Gram-Schmidt
orthogonalization to column vectors of V, of (3-1). This
causes the matrix

FVo=U, (3-23)

where the columns of Uy are given by the column vectors of
(3-11), to be upper triangular and hence in turn cause U to be
upper triangular. This is true for the general case of m auxil-
iary antennas in Fig. 1-1

The above procedure for obtaining W* using the Gram-
Schmidt orthogonalization procedure is referred to as the volt-
age-processing procedure or square-root procedure [1, 2]. This
procedure is less sensitive to computer round-off errors than
what is called the power method. With the power method pro-
cedure W* is obtained using the equation [3-7].

w* =Rt p (3-24).

A . . . .
where M is the estimate of the spatial covariance matrix M of
A .
the voltages v ij across the array and p is an estimate of the
cross correlation p between the main antenna output s; and the

A
auxiliary channel outputs vj;. (Explicit expressions for M and f\)
are given in Section 8.) The use of (3-24) is called the power

A
method because the elements of M are obtained by averaging
the product of the voltages vjj to yield power terms; to be
shown in Section 8. The voltage-processing method only
involves additions and subtractions of voltage terms and does
not involve power term calculations. It is this difference that
makes the voltage-processing method less sensitive to computer
round-off errors. As a result of this difference the computer
dynamic range required for the power method is larger. For

example, if the range of voltages is 1 to 104 for the voltage

method it will be 1 to (104)2 = 108 for the power method.
Hence more bits are required in the computer computation
when using the power method. Fortunately more bits are be-
coming available at a lower cost with future computers.

4
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Modified Gram-Schmidt (MGS) Orthogonalization

There is an improvement of the Gram-Schmidt orthogonaliza-
tion voltage-processing method that makes it still less sensitive
to computer round-off errors. This is the Modified Gram-
Schmidt (MGS) orthogonalization procedure. For both the
CGS and MGS orthogalization procedures g3 is formed from
v3 by subtracting from it the components of v3 parallel to q|
and q. The difference between the CGS and MGS methods
arises in how the component of v3 parallel to qj is calculated.
For the CGS method the magnitude of the projection of v3
onto q is calculated; see (3-7). For the MGS method instead
of projecting v3 onto q7, v3 without the component parallel to
q). designated as v3(2) and equal to v3 (v3Tqy)q;. is
projected onto qp. Physically this gives the same q3, if there
were no computer round-off error. But because of round-off
errors the MGS orthonormalization procedure is more accu-
rate. The reason for this is that v,3(2) is smaller than v3 and

hence using v3(2) in the computation in place of v3 leads to a
more accurate answer [8]. The above described difference
between the CGS and MGS methods applies for the general
case of arbitrary m and s. For the general case, to calculate the
component of v; parallel to g; (j > i), Vj(i) is used instead of y
where Vj(’) is vj with the components parallel to qj to g;_j re-

moved. These components are removed sequentially — first

q) is removed from v; to form V(JZ), then q3 from v(%)to form

v(j3). etc.; see Reference 9.

5)  The Givens Orthonormalization Procedure

The Givens orthonormalization procedure is like the standard
step-by-step Gauss elimination procedure. With the standard
Gauss elimination procedure we operate on two equations of
(1-1) at a time to eliminate one term at a time until finally we
have the Gauss elimination form. This is equivalent to work-
ing with the augmented matrix V, to achieve an upper triangu-
lar form, only two rows being processed at any one time or
step. Three steps are needed to triangularize our 3x3 V, as in-
dicated below:

X X X 7,rXx X X
v(,:[xxx}[oxx}
X X X I2lx x X
(5-1)
S[X X X 757X X X
‘oxx][oxx]
—~lo x x J™lo o0 X

The difference between the Givens method from the standard
Gauss elimination procedure is that with the former the Eu-
clidean norm for the columns of transformed V's are un-
changed after each transformation of the V4 matrix. Doing
this has the advantage of making the computations less sensi-
tive to computer round-off errors [10].

The process of going from one transformed Vg form to the
next in (5-1) above can be thought of as resulting from a
change in the 3-dimensional coordinate system. The ith trans-
formation is achieved by premultiplying the ith V, by a
Givens orthonormal transformation Gi. The orthonormal
transformation F of (2-9) is obtained after all three Givens
transformations have been carried out, i.e.,

F=G3G2G] (5-2)
The first Givens transformation G is expressed by
cl st O
Gy=|-st ¢c1 O (5-3)
0o 0 1



where
(5-3a)

(5-3b)

bl ~
N '—"COSel = v“/(V““ + \’le)l/-

sy =sinB) =v21/(v“2 + lez)l/z

The Givens G| transformation transforms the columns ex-
pressed in the original x, y, z coordinate system to a coordinate
system in which only two coordinates of x, y, z are altered,
those of x, y, with z being left unchanged. Specifically, the
new x coordinate, call it x|, is arranged to line up with the
vector formed by the x and y components of v |, while the new
y1, coordinate, call it y |, is chosen to be perpendicular to these
two components but in the plane of the original x, y coordi-
nates. Doing this forces the second coordinate of the trans-

formed v (. to be zero as indicated in (5-1). The other Givens

transformations likewise only alter two coordinates at a time
with the final coordinates x3, y3 and z3_ being actually our
former coordinates qp, 42, q3; see Ref. [9].

The Givens transformation can be carried out using a systolic
array as shown in Figure 5-1 for arbitrary [11]. The circular

boxes determine the rotation 6, to be done by the ith Givens
transformation, see (5-3 to 3b), while the square boxes perform
these rotations. The CORDIC algorithm can be used to carry
out these trignometric operations. Rader [12] of Lincoln Labo-
ratory has implemented such a systolic array for the case of 63
auxiliary elements, i.e., m=63. The processor can fit in a com;
pact disc size package requiring only 20W and performing
2000 MROPS [12,13].

MAIN ANTENNA

AUXILIARY
ANTENNAS

vnm y

. S2

. 51

Y Vi |
Vim

Figure 5-1. Systolic Array Implementation of Givens Transformations for SLC

6) The Householder Orthonormalization Procedure

The Householder orthonormalization achieves the triangular-
ization of V with a number of Hopseholder orthonormal

transformations. Here two transformations H; are needed with
the V, taking the following forms after each transformation:

xxxlxxxzxxx
v0=[xxx][oxx] [Oxx](()-l)
X X X 1I°lo x X [7?lo O X
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We see that the Housholder transformation does with one
transformation H| what the Givens did with two, G| and G».
at the first step. Specifically,

Hi =G2G (6-2)

"Hp.&®qgiral 1o G3. For the general case of arbitrary m and s,

the ith Householder transformation zeros out all the elements
of V4 below the ith column diagonal element. . The House-
holder transformation H| is actually not obtained using (6-2).
Instead, what is called a reflection transformation is used.
How the Householder reflection transformation is obtained is
illustrated in Figure 6-1.

The Householder transformation can not be implemented using
a systolic array. It requires a general purpose processor.
However, it requires fewer computations as shall be indicated
later.

vy
Vie = Yy Yye

—h= LW T

Vie=(vTh) h

]
|
| ’
hzv v i
:.v‘. '1'“|l
|

Figure 6-1. Householder Reflection Transformation H

Application of Orthonormal Transformation to Fully
Adaptive Arrays ‘

7

The above orthonormal transformations can be applied to the
fully adaptive array problem of Figure 7-1. One way is to
transform the fully adaptive array problem to the sidelobe can-
celler problem of Figure 1-1. There are two methods to do
this. The first method is to apply the McWhirter preprocessor
[1] to transform the fully adaptive array problem to the side-
lobe canceller problem. The preprocessor and the resulting
sidelobe canceller are shown in Figure 7-2.

The second method is to go to beam space by the use of a .
beamformer which for an M + | element array forms M + 1
beams, beams in all directions. One of the beams points in the
target direction and becomes the sidelobe canceller main beam.
The other m beams become the auxiliary beams. Actually it ix
not necessary to use all the m auxiliary beams. Only the auxil-
iary beams which have jammers, or other interference, need be
used. This reduces the computation complexity enormously.

It also reduces the transient time for the array adaption [14].
The use of beam space without using all the auxiliary beams
has been referred to as adaptive-adaptive array processing [14].

The above orthgonal transformations can also be used to or-
thogonalize the signals of the different elements of the array of
Figure 7-1[15, 16]. This also can provide an improvement of
the transient response of a fully adaptive array.
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where T is the time between measurements. What we are
looking for is the best fitting straight trajectory to the data in
Figure 8-1. The least squares fitting line is that for which the
sum of the squared deviations yj - x{* is minimized. Stated
mathematically, it is that line for which the following sum of
the squared errors

n
*
en= DN
i=1

is minimized. Let

(8-2)

gi=yj-x* (8-3)

B

Figure 7-1. Fully Adaptive Phased Array
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_
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|
|

PROBLEM:

FIND BEST FITTING CONSTANT VELOCITY TRAJECTORY TO DATA POINTS,
THAT IS, FIND THE LINE FOR WHICH

2

n 2 n
L (n-xp)" = I €, IS MINIMIZED.
n=1 n=1
SIDELOBE CANCELLER Y€| THIS IS CALLED THE LEAST-SQUARES ESTIMATE.
L—_—_—_____._—____.______ DA1092-12
DAOR2 22
Figure 7-2. Transformation of Fully Adaptive Array to Sidelobe Canceller Figure 8-1. Least-Squares Tracking Filter Problem
L . . . Substituting (8-1) into (8-3) yields
8)  Application of Orthogonal Transformations to Tracking gl @3y
Problems. . .
ei=yi-Xpt+ (n-1) Txp (8-4)

Assume a radar which is tracking a target only in range. You
have heard of flatland -- well this is linland, one-dimensional

space, range only. Let xy be the target range at time n. Let Xn
be the target velocity at time n, i.e., the derivative of xp with
respect to time. Assume we are only measuring the target
range, not its Doppler velocity. Let the measurement of the
target range at time n be y,. Assume measurements are made
at times n=1 to n as shown in Figure 8-1 for n=6. For the radar
tracking problem we are trying to obtain a best estimate of the
target position and velocity at time n based on the n '
measurements made up to and including that at time n.
Designate the estimate of the position and velocity at time n as,

respectively, xp* and xp*. These estimates are used to
estimate where the target will be in the future. This
information is needed in commercial air traffic control radars
to avoid collision and in military radars for target interception.

Assume the target has a constant velocity. This implies that
the target trajectory is given by a straight line in Figure 8-1.
The estimate of the target position and velocity at any time i
can be expressed in terms of its values at time n using the fol-
lowing equation for a constant velocity target

xi*:k;-(n-i)TX; (8'1)

422

Assume n=3. Writing (8-4) in matrix form for i=1 to 3 yields

€1 y1 I 2T 3
€2 =|Y2 —[1 'T] % (8-5)
1 y3 1 0 X3
or
*
E=Y-Ty X, (8-5a)
where
€] . [x
E=|ey| Y=[v2| X =| % (8-5b)
€2 3 *n
[ 2T
T, =[1 - T] (8-5¢)
1 0




Comparing (8-5) and (8-5a) with (1-1) and (1-1a) we see that
they are identical. Hence the least-squares estimate problem
being considered here is identical to the sidelobe cancelling
problem of Section 1. For both cases we are trying to mini-
mize IIEI2. Here Y, X; and T, replace, respectively, S, W and
V. Hence, all the orthonormal transformations results applied
to the sidelobe canceller problem can be applied to obtain the
solution of the least-squares tracking problem. One difference
that exists is that T, is not composed of random entries. As a
consequence, T is known in advance in many situations and
can be triangularized off-line in advance. However, the
appropriate triangularization operations still have to be applied
to Y to obtain the least-squares solution.

The use of the above orthonormal transformation gives us the
voltage-processing solutions to the least-squares tracking prob-
lem. There is also a power method solution equivalent to (3-
24) for the sidelobe canceller problem. This solution is ob-
tained by writing (8-2) as

n
E3
€n = Z(yi -x; )2 =IEIR =ETE=(Y - T, XHT (Y - T, X5)
i=1
(8-6)
where use was made of (8-3) and (8-5b). Equation (8-6) is

equivalent to (1-4) obtained for the sidelobe canceller problem.

Differentiating (8-6) with respect to X; and setting the result
equal to zero yields

dey

*
L=TT(Y-T{X;)=0 (8-7)
Xn

or

*
TTT Xp=TTY (8-7a)

The above is known as the normal equal solution to the least-
X
squares problem. Solving for Xp yields

X, =TTy Ty (8-8)

For the sidelobe canceller problem on replacing Xy, Tyand Y
by respectively W*, Vand S, we get for (8-8)

wx* = (VHy)-1 VH S (8-9)

where T has been replaced by H indicating Hermitian trans-
position, i.e., the complex conjugate of the transpose of the
matrix. H is needed in place of T because the matrices V and
S have complex entries. ‘

On comparing (8-9) with (3-24) we find that

Lyiy

S

U= (8-10a)

p=lvis (8-10b)
S

Division by the factor s is needed to have (8-10a and -10b)

physically be estimates of the entries of M and p.

The least-squares filter described above for a constant velocity

target is identical to the well known g-h filter (also known as

the o-B filter). The least-squares g-h filter equations are given

by the following simple recursive equations

Lk L *

Xn,n = *n.n-1 +hy(yq - Xn - 1)/T (8-11a)
* * *

Xn.n=*n.n-1 & Wn - *nn-1) (8-11b)
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where xp o and Xj} , are the estimates of the target range and
velocity, respectively, at time n (the first subscript) based on
the measurements made up to and including time n (the second

subscript) and x} ,_j and X§ | are the predicted position and
velocity estimates at time n (the first subscript) based on the
measurements made up to and including time n-1 (the second
subscript). The first subscript indicates for what time the range
or velocity estimate applies, the second subscript indicates the
last time a measurement was made that contributed to this
estimate. For the least-squares filter (also called the growing-
memory or expanding-memory filter)

_ 200D

&n = (n+2)(n+1) (8-12a)
6

fn = (04 2)n+ ) (8-12b)

where n is the number of measurements made, which we here
assumed to go from time n=1 to n=n. (Note that the variable s
was used in Section | for the number of measurements. We
shifted to n here because that is the variable often used in the
literature for the tracking problem.)

The above growing-memory filter is used for track initiation.
In steady state the discounted least-squares filter, or similar fil-
ter, is used. For this filter the old errors €; of (8-3) are not
weighted as much in the sum of errors expression given by (8-
2) or (8-6). Specifically, the weighted sum to be minimized in
the following semi-infinite sum

* * *
en =6 (yyxy 12+ 81 (yn. - Xq P + 62 (yp2 - xn-2)2 RIRE
(8-13)

where 0 <8 < 1. Here g, and hy, are constants given by

g=1-02 (8-14a)

-

h=(1-8) (8-14b)

9)  Gauss and the Least-Squares Filter.

Gauss in developing his least-squares filter took into account
the possibility that the measurements y, may have different

2

variances. Let oy be the variance of y, Gauss then went one

step better than to find the x: that minimizes (8-6). Instead he
minimized a weighted sum of the errors with the weighting

being done according to the importance of a measurement, €
for an accurate y; measurement being given more weight.

Specifically he found the X:; which minimized

en=(Y - T X TRY (Y - T, X)) (8-15)
where Ry is the diagonal matrix
Rq = Diag [6,2, 652, ..., 6,2] (8-15a)

Gauss did this work at the ripe old age of 19 in 1795 while still
a teenager. They do not grow teenagers like they used to!

If the errors in the measurements yp, are correlated, then to ob-

tain the optimum X: the following should be minimized

ey = (Y - T, XpTR-L(Y - T, X)) (8-16)



where R is the nondiagonal covariance matrix of the y, mea-
surements. Aitken suggested the minimization of (8-16) in
1934 [17]. The estimate obtained by minimizing (8-16) is
called the minimum variance estimate [18]. It can be easily
. * .

obtained by differentiating (8-16) with respect to X, setting

S
the result to zero and then solving for Xj;.

10) Comparison of Various Least-Squares Algorithms

Table 10-1 compares the computational complexity of the
various algorithms for the case where Ty is real. The normal
equations (power method) require the fewest computations but
puts the greatest accuracy requirements on the computer. With
32 and 64 floating point processors becoming more available
at lower cost this will be less of a problem in the future. How-
ever, where a high throughput is needed, the systolic architec-
ture offered by the Givens approach may be preferred.

Table 10-1. OPERATION COUNTS FOR VARIOUS LEAST
SQUARES COMPUTATIONAL METHODSI[19]

Asymptotic Number of
Operations Where an
Operation Is a Multiply

Method or Divide Plus and Add
Normal Equations nm? + m3
(Power Method)

2 6

Householder nm? - m3
Othogonalization : -

3
Modified Gram-Schmidt nm?
Givens 2nm?2 - 2m3
Othogonalization -

ki
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